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Abstract—One of the most popular and widely used global
active contour models (ACM) is the region-based ACM, which
relies on the assumption of homogeneous intensity in the regions
of interest. As a result, most often than not, when images violate
this assumption the performance of this method is limited. Thus,
handling images that contain foreground objects characterized
by multiple intensity classes present a challenge. In this paper,
we propose a novel active contour model based on a new Signed
Pressure Force (SPF) function which we term Globally Signed
Region Pressure Force (GSRPF). It is designed to incorporate,
in a global fashion, the skewness of the intensity distribution
of the region of interest (ROI/). It can accurately modulate the
signs of the pressure force inside and outside the contour, it can
handle images with multiple intensity classes in the foreground,
it is robust to additive noise, and offers high efficiency and
rapid convergence. The proposed GSRPF is robust to contour
initialization and has the ability to stop the curve evolution close
to even ill-defined (weak) edges. Our model provides a parameter-
free environment to allow minimum user intervention, and offers
both local and global segmentation properties. Experimental
results on several synthetic and real images demonstrate the
high accuracy of the segmentation results in comparison to other
methods adopted from the literature.

Index Terms—region-based segmentation; variational level set
method; active contours; signed pressure force

I. INTRODUCTION

One of the most known approaches to object segmentation
are active contour methods. Overall, such models can be
categorized into three categories: edge-based, region-based and
hybrid models that combine the advantages of both edge and
regional information. One of the most popular edge-based
models is the geodesic active contours (GAC) model, first
proposed in [1]. This model, and its many variants, uses an
edge-detector, usually the gradient of the image, to stop the
initial contour on the boundary of the objects of interest [1]-
[7]. As a result, the model has the ability to handle well images
with well-defined edge information; however, when images
have a high level of noise or the object is characterized by
weak edges, they cannot converge at the right boundaries.

An alternate approach, the Chan-Vese active contours (C —
V) model [8], is one of the most common region-based
models. The main idea behind this kind of model is to use a
region’s statistical intensity information to construct a stopping
function that can stop the contour evolution among different
regions. Compared to edge-based models, the region-based
model usually performs better in images with blurred edges
and is less sensitive to the contour initialization. However, by
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design, this model assumes a certain characteristic shape for
the intensity distribution for the foreground and background.

A model that combines the advantages of the edge-based
and region-based models is the Geodesic-Aided Chan-Vese
(GACV) model [9]. This hybrid model includes region and
edge information in its level set flow function. Thus, it can
selectively adjust to local or global segmentation. Zhang et al.
[10] proposed a region-based active contour model (ACM). It
utilizes statistical information inside and outside the contour to
construct a region-based signed pressure force (SPF’) function,
which is able to better control the direction of evolution.
However, both models still assume a Gaussian intensity within
the ROL.

Several authors have considered to introduce terms that
relate to local and global intensity information in the SPF
function to handle additional intensity classes and image
inhomogeneity [11]-[14]. However, these models are sensitive
to contour initialization and additive noise of high strength.
Furthermore, when the contour is close to the object bound-
aries, the influence of the global intensity force may distract
the contour from the real object boundary, leading to object
leaking [15].

It is evident that global models cannot accommodate objects
that are constituted of more than one intensity classes and on
the other hand local models although they may be able to
handle such occasions, they are sensitive to initialization and
may lead to leaking.

In this paper, motivated by these observations we pro-
pose a new energy formulation that incorporates higher order
statistics for the intensity distribution inside the contour. To
eliminate the need for re-initialization and accelerate the
curve evolution, we propose a new SPF function which we
term Global Signed Region Pressure Force (GSRPF') function,
which can accurately modulate the signs of the pressure forces
inside and outside the ROIs.

This paper is organized as follows. In Section 2 we discuss
previous global active contour models. Section 3 presents
the mathematical formulation of the proposed model and its
numerical implementation. Section 4 presents the experimental
results comparing the GSRPF with known models in the litera-
ture on segmentation accuracy based on a number of synthetic
and real images. Finally, Section 5 offers conclusions.
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II. DISCUSSION OF PREVIOUS ACMS

In this section, to appreciate the contribution of the proposed
model we briefly review two widely used global region-based
active contour models.

A. Chan-Vese (C—V) Model

The (C —V) model [8], the classical region-based model,
uses the region’s statistical information to construct a region
stopping function that can stop the contour evolution between
different regions. The level set formulation of the C —V model,
regarding the time evolution of the level set function ¢, can
be described as

%—f =8(9) [V (VP/|VO|) —v— A (I (x) —c1)*
+A2 (I (x) _CZ)Z], (1)

where, I(x) denotes an image indexed by pixel location x,
1 >0, v increases the propagation speed, A; > 0, and A, >0
are parameters that control the influence of each term. The first
term keeps the level set function smooth, while the second and
third terms are the internal and external forces respectively that
drive the contour towards the object boundaries, and J (¢) is

the Dirac function. ¢; and ¢, are defined as follows:
. Jall) H(9)dr o

JoH (¢)dx
o, Jal ()11 (9)dx
Jo(L=H(¢))dx ~
where, H (¢) is the Heaviside function and Q is the image
domain.

Plainly described the C —V model drives the contour (to-
wards a smooth solution) to enclose regions that maximize
the difference in their average intensity. Overall, compared to
GAC models that rely on edge gradients the C —V model is
less sensitive to initialization and can recognize the object’s
boundaries efficiently. Furthermore, the implementation of this
model requires the re-initialize of the evolution curve to be a
signed distance function, which is computationally expensive
operation.
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B. Selective Binary and Gaussian Filtering Regularized
(SBGFRLS) Model

The SBGFRLS model [10] combines the advantages of the
C—V and GAC models. It utilizes the statistical information
inside and outside the contour to construct a region-based
signed pressure force (SPF) function, which is used in place
of the edge stopping function (ie., the information related to
image gradients) in the GAC model. Its level set formulation
can be described as

d
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where, o is the balloon force parameter (controlling the rate
expansion of the level set function) and the spf is defined as
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where, ¢; and ¢, are defined in Eqgs. 2 and 3. Observe that
compared to the C —V model, in Eq. 1 here the Dirac function
6(9) has been replaced by |[V¢| which according to the authors
has an effective range of the whole image, rather than the
small range of the Dirac functional. Also, the bracket in Eq. 1
is replaced by the spf function defined in Eq. 5. To regularize
the curve the authors in [10] (following the practice of others,
e.g., [3], [10], [16]), rather than relying on the computationally
costly uV (V@ /|V@|) term, they convolve the level set curve
with a Gaussian kernel (Ky), ie.,

O =Ks00. (6)

This o controls the interface of the curve as u does in Eq. 1
of the C —V model. If the value of ¢ is small, then the level
set function is sensitive to the noise and it does not allow the
level set function to flow into the narrow regions of the object.

Overall this model is faster, computationally efficient, and
performs better than the conventional C —V model as pointed
in [10].

III. THE PROPOSED MODEL

The majority of global intensity based active contour models
(as reviewed in the previous section) assume that regions
of interest are composed by flat homogeneous (in intensity)
regions. Consequently, when these assumptions are violated
the performance of these models is far from the desired.

We propose a new intensity driven model that can efficiently
model the foreground (ie., the object(s)) when they are char-
acterized by a non symmetric distribution. This non symmetry
could arise either from intensity variations or from the fact that
the object could be composed by two or more intensity classes.
To provide a computationally efficient solution and reduce the
possibility of trapping into local minima we provide an SPF-
like formulation (which we term GSRPF).

A. Model Description

It is obvious that relying only on the global mean (inside
and outside the contour as in C —V model is not sufficient
when describing intensity distributions when images have
foregrounds with more complex intensity distributions. To
overcome this problem, we minimize the segmentation energy
by introducing the global median in addition to the global
mean. Assuming a contour C, x a pixel location in the image
I(x), the energy term is defined as

EC(C,ctm* ) = Atet(xd
(C,etym*,e7) /in(C) e’ (x)dx
+ /OW(C) 21" e (x)dx (7
et(x) = ’I(x)—cﬂz—i—ll(x)—er 2 ®)
) = Jiw-c], ©)

where, A1 and A~ define the weight of each term (inside and
outside the contour), c* and m™ are the scalar approximations
of the mean and median respectively for image [ inside the



contour, and ¢~ is the scalar approximation of the mean
outside the contour. Following standard level set formulations
[8] we replace the contour curve C with the level set function

¢ [17]

EC (¢,c+,m+,c_) = ATe™ (x)dx
00

+ 21" e (x)dx.
<0

(10)

The statistical descriptors ¢, m*, and ¢~ now can be
defined in similar fashion to other intensity driven active
contour models as statistical averages and medians

¢ (¢) = average(I € ¢(x) = 0),
m+(¢) = median(I € ¢(x) = 0),
¢ (9) = average(I € ¢(x) < 0),

Using the level set function ¢ to represent the contour C in

the domain £, the energy functional can be written as follows:

Y

ES (¢,¢",m",c7) :/Ql+e+(x)H(¢(x))dx

+/ng‘e‘(x)(1—H(¢(x)))dx,

where H is the Heaviside function.

By keeping ¢, m*, and ¢~ fixed, we minimize the energy
function EC (¢,ct,m",c™) with respect to ¢ to obtain the
gradient descent flow as

12)

aa—q; =6(0) [fﬂt+e+(x) +21_e_(x)] ,
where & is the Dirac delta function.

By considering the higher order statistics, our model can
overcome the limitation of the C —V model as a symmetric
statistical assumption, which is not accurate most of the real-
life images. In the binary gray level images, our model as an
energy minimization model behaves exactly the same as C—V
model where m™ = ¢™. However, by having our model as a
GSRPF, implementation with SPF function, it is still more
robust to the initialization than C —V in handling binary gray
images.

13)

B. The GSRPF sign pressure function formulation

Although we could rely on Eq. 13 to update our level set,
obtaining an ‘SPF’ like formulation would reduce the possi-
bility of trapping into the local minimum by well modulating
the interior and exterior forces.

In this section we propose such formulation which we term
Globally Signed Region Pressure Force (GSRPF) function.
It is derived such that it can modulate the signs of the
pressure force inside and outside the object of interest using
the statistical quantities defined in Eq. 11 and the minimization
of the proposed energy functional of Eq. 13.

First, we assume AT = A~ = 1, then we define the SPF
function as follows:

spfI(x)) = (14)

spfi-spfa(l(x)),

where,
spfi = sign(2ct +2mt —4c7), (15)
. 4222
spfr(I(x)) = sign(I(x) — A=),
where, ¢*,m™, and ¢~ are defined in Eq. 11.

Rather than a constant force (the o in Eq. 4), we use a force
that is a quadratic function of I(x) to control the propagation
of the evolving curve

+2 +2 _ 902\ 2
c4m c > (16)

(1) = (100 - S0 =

The significance of the proposed propagation function
o(I(x)) is to dynamically increase the interior and exterior
forces of the curve when it is far from the boundaries (thus
reducing the possibility of entrapment in local minimal) and
decrease the forces when the curve is close to the boundaries
(thus allowing the curve to stop very close to the actual
boundaries).

The (per-pixel) multiplication of the proposed o/(I(x)) and
spf(I(x)) results in a new region-based signed pressure force
function, which we term Globally Signed Region Pressure
Forces (GSRPF):

gsrpf(I(x)) = a(I(x)) - spf(I(x)). (17

The proposed GSRPF has the capacity to modulate the sign
of the pressure forces and implicitly control the propagation
of the evolving curve so that the contour shrinks when it is
outside the object of interest and expands when it is inside the
object.

Following the spf formulation in section II-B the final level
set formulation of our model is:

9 esrpf (1(x))- V0.

ar (18)

For computational efficiency, as in section II-B, we use a
Gaussian kernel to regularize the level set function to keep
the interface regular. The ¢ of the smoothing kernel is the
only control parameter of the model.

As we will demonstrate in the results section the proposed
model:

« is capable of identifying objects of complex intensity
distribution (by considering the skewness of the distri-
bution);

« is robust to additive noise (e.g. a higher order statistics
is considered in our model to accommodate the non
symmetric and noisy distributions);

« is not sensitive to initialization (since only global infor-
mation is considered for the curve evolution);

« is computationally efficient (since it does not require re-
initialization of the level set function and regularizes the
contour efficiently); and

« requires few iterations to converge.



C. Implementation

To illustrate the ease of implementation of our model, the
main steps of the algorithm can be summarized as:

1) Initialize the level set function ¢ to be binary as follows:

P xeQy—-9
P(x,t=0)=1 0 xeQ, (19)
p xeQ—Q

where p > 0 is a constant, Qg is a subset in the image
domain Q and QE) is the boundary of Q;

2) Calculate the GSRPF with Eq. 17;

3) Evolve the level set according to Eq. 18;

4) Regularize the level set according to Eq. 6;

5) If the curve evolution has converged, stop and return the
result. Otherwise return to Step 2.

IV. EXPERIMENTAL RESULTS

In this section we demonstrate the superiority of the pro-
posed method, compared to reference implementations of
the methods proposed in Section II, when presented with
challenging synthetic and real images. We implemented the
proposed algorithm in Matlab R2009b on a PC (2.5-GHz In-
tel(R) Core(TM) 2 Duo, 2.00 GB RAM). For fair comparison
we used reference Matlab implementations of the C —V and
SBGFRLS.

To demonstrate the effectiveness of our approach in han-
dling images where the background has multiple intensity
classes we created a synthetic image for this purpose shown
in Fig. 1, without additive noise and with noise. We compare
the performance of the proposed model with the C —V and
SBGFRLS models, and vary the parameters. As Fig. 1(a)
illustrates, by increasing the value of o, the proposed GSRPF
is less sensitive to the noise and finds all the regions of the
object for a large span of ¢. On the other hand, the SBGFRLS
model (Fig. 1(d)) is not able to evolve properly through the
noisy regions even when altering the values of & and o values.
Similarly, as Fig. 1(e) shows, the C —V model is unable to
segment the image with different u values.

To demonstrate the accuracy of the proposed method quanti-
tatively we adopt the precision and recall metrics, and compare
the algorithms result with the ground truth. Fig. 2 shows the
effect of o on the accuracy of the segmentation result using the
synthetic image with noise shown in Fig. 1(a) using the ground
truth. Based on this experiment, ¢ = 1.4 is recommended to
handle noisy images with multiple classes in the foreground.

Table I shows the robustness of our model when different
levels of noise is added to the synthetic image of Fig. 1.
The high precision at most noise levels confirms the ability
of the proposed GSRPF to find all the regions of the object
irrespective of noise strength.

Fig. 3(b) illustrates the ability of the GSRPF model to find
accurately the boundaries of objects with various convexities,
shapes, and noisy background. SBGFRLS can identify the
objects, however, it is unable to segment the hole inside the
object, as shown in Fig. 3(c). The C —V model is unable to
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Fig. 1: A synthetic image with multiple classes in the fore-
ground and the performance of the proposed, SBGFRLS, and
C —V, models as a function of their parameters. (a) the
original 123 x 80 image with three different intensities 100,
150 and 200, and its histogram; (b) the same image with
Gaussian noise added of standard deviation (SD) 30, and its
histogram. Overlaid also is the initial contour (in red) used
in all subsequent tests. From left to right the segmentation
results in (¢) of our model with different o values (1.4, 1.6,
1.8, and 2); (d) of SBGFRLS with different ¢ and « values
((2,10), (2,50), (2.5, 10), and (2.5,50) respectively); and (e) of
the C —V model with different u values (1.4, 1.6, 1.8, and 2).

TABLE I: The robustness of GSRPF model (¢ = 1.4) to noise
level: the precision and recall with different Gaussian noise
levels controlled by standard deviation (SD).

SD 10 20 30 40 50
Precision(%) 100 100 100 99 89
Recall (%) 10 99 89 80 71

segment this image (as shown in Fig. 3(d)) because C —V
model is trapped into the local minima.

To demonstrate the speed and adaptability of the proposed
function, in Fig. 4 we show the curve evolution for a few
iterations. It is readily evident that our model converges fast
to an accurate delineation of the foreground object.
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Fig. 2: The sensitivity of our model to the parameter G, in
segmenting the image in Fig. 1 with Gaussian noise, SD =
30, in terms of Recall and Precision.

a b c d
Fig. 3: The segmentation results on a 101 x 99 synthetic image
containing different objects of variable convexity and shape,
and noisy background. Left to right: the original image (with
the initial contour), proposed (¢ = 1.4), SBGFRLS, and C—V
models.

Fig. 4: Demonstrating the rapid evolution of the proposed
model (6 = 3.5) on a 481 x 321 real image (downloaded
from [18]). Left to right: initial contour, contour at 6 and
9 iterations, and final contour (15 iterations).

Fig. 5 shows the robustness of the proposed GSRPF model
but the sensitivity of the SBGFRLS and C —V models to dif-
ferent contour initializations. The interior and exterior forces
are accurately defined independent of the initial contour’s
location. The initial position of the contour does not affect
the final segmentation, as Fig. 5(b), (f), (j), and (n) show, and
the presence of the plane’s shadow does not lead to over-
segmentation. On the other hand, the SBGFRLS model is
unable to accurately segment the object when the contour is
initialized outside the object, as shown in Fig. 5(g), (k), and
(0). On the other hand, the C —V model is more robust to
the initialization compared to SBGFRLS, with the exception
of Fig. 5(p).

Fig. 6 demonstrates the ability of our method in handling
images arising in the life and natural sciences. In Fig. 6(a)
all models accurately delineate the boundaries of a brain
malignancy. Fig. 6(b) shows the ability of our model to
extract accurately an Arabidopsis rosette from a complicated
background (e.g. soil, pot, tray); however, the other two
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Fig. 5: Testing robustness to initialization when segmenting
a 135 x 125 plane image obtained from [19]. Arranged
as columns are the original image with different contour
initializations, and then from left to right the results of the
proposed GSRPF (o = 1.4), SBGFRLS (with 0 =1 and
a =25), and C—V (with u =0.2) models respectively, when
using the same initial contour.

models are not able to extract all the plant parts, as seen in
Fig. 6(c) and 6(d). Similarly, Fig. 6(c) and (d) show the ability
of GSRPF to segment multiple objects in the scene, such as
cells and chromosomes. On the other hand the segmentation
results of the SBGFRLS and C —V models are not satisfactory.
This is mainly attributed to the fact that both models impose
certain conditions on the foreground intensity distribution, and
as such they cannot minimize the overlap between the object
and background distributions.

To demonstrate the computational efficiency of the proposed
method when compared to other global methods, Table II
shows the CPU time in seconds and final number of iterations
(to convergence) for all the images used here. Overall it is able
to segment the images in roughly half the number of iterations
when compared to SBGFRLS, another spf-like model.

V. CONCLUSION

In this paper, we proposed a novel energy based-active
contour model based on a new Globally Signed Region Pres-
sure Force (GSRPF) function. GSRPF considers the global
information extracted from an ROI and accommodates also
foreground intensity distributions that are not necessarily sym-
metric. It automatically and efficiently modulates the signs of
the pressure forces inside and outside the contour. The result-
ing algorithm is less sensitive to noise, contour initialization,
and can handle images with complexity in the foreground



TABLE II: The CPU time and number of iterations required by the proposed GSRPF, SBGFRLS, and C —V models to segment

the foreground in some of the images used here.

Figure GSRPF SBGFRLS C-v
CPU Time(s) Iterations CPU Time(s) Iterations CPU Time(s) Iterations
Fig. 3(a) 0.06 11 0.12 17 - -
Fig. 5(a) 0.56 21 0.82 45 4.89 339
Fig. 6(a) .03 10 .05 13 1.5 75
Fig. 6(b) 4.02 46 7.58 84 82.89 806
Fig. 6(c) 1.93 41 2.79 67 16.36 406
Fig. 6(d) 0.92 29 - - - -
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Fig. 6: Segmentation results when different real images en-
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