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Abstract—In this paper, we present a transportation video coding and
wireless transmission system specifically tailored to automated vehicle
tracking applications. By taking into account the video characteristics and
the lossy nature of the wireless channels, we propose video preprocessing
and error control approaches to enhance tracking performance while con-
serving bandwidth resources and computational power at the transmitter.
Compared with current state-of-the-art H.264-based implementations, our
system is shown to yield over 80% bitrate savings for comparable tracking
accuracy.
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coding, transportation video.

I. INTRODUCTION

Remote imaging sensors are commonly deployed for transportation
monitoring and surveillance [1], [2]. To reduce the associated infra-
structure cost and increase urban coverage, inexpensive but computa-
tionally constrained remote sensors are deployed for video capturing
and wireless transmission. Therefore, video compression technologies
have to be applied such that the compressed bitrate can be accommo-
dated by the modern wireless channels.

Recently, the state-of-the-art H.264 [3] standard has been proposed
for transportation video-related applications [4]–[6]. However, H.264
is a generic video coding procedure, whose direct application in trans-
portation systems may lead to degraded performance, e.g., tracking
accuracy, because of the application-agnostic information removal.
Another challenge faced by the transportation video transmission sys-
tem is the lossy nature of the wireless channels. Despite the significant
interest in resource-distortion optimization given channel losses [7],
[8], these works, as others, are not application aware or tailored to
transportation object tracking.

Recently, it has been shown that it is possible to maintain tracking
accuracy with reduced bitrate by focusing resources in an application-
aware context [9]. In this paper, motivated by the findings of [9]
and [10], we propose a transportation video transmission system that
integrates components at both the transmitter and receiver sides to
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Fig. 1. System block diagram.

increase tracking accuracy while minimizing bitrate, given channel
losses and remaining standard compliant. The contributions of this
paper are centered on optimizing bit allocation within video frames,
error protection schemes for video packets, and concealment strategies
in the case of losses while maximizing tracking accuracy at the
receiver’s end and minimizing computational load at the encoder’s
side. Although other works discuss video quality-rate tradeoffs [7],
[8], this is the first treatment of identifying beneficial error mitigation
and concealment strategies from the viewpoint of the performance of
automated video analysis.

The rest of this paper is organized as follows. In Section II, we
provide an overview of the proposed system and present the employed
performance metrics. Section III describes the system components
and discusses their relative merits and limitations. In Section IV, we
demonstrate the effectiveness of the proposed system using real-life
test videos. For comparable tracking accuracy, our proposed systems
yield over 80% reduction in bitrate. Finally, this paper is concluded in
Section V.

II. SYSTEM OVERVIEW AND PERFORMANCE METRICS

The complete system design is illustrated in Fig. 1. At the transmit-
ter, the input raw video V is preprocessed to identify image regions of
low tracking interest, and signal composition in those regions is altered
such that the subsequent generic video compressor can encode it with
fewer bits. This preprocessing step provides bitrate savings, as well as
useful region-of-interest (ROI) information, to the subsequent channel
protection. For channel protection, we specifically consider forward
error correction (FEC) because of the stringent delay requirement.
FEC utilizes the channel state information feedback to determine the
appropriate protection schemes.

The received bitstream is decoded with error concealment (ERC)
to yield the reconstructed V̂, which is used as input for subsequent
applications such as tracking [11]. Note that the discrepancy between
V̂ and V because of all the processing/losses may severely affect the
tracking performance.

To quantitatively analyze the impact of the aforementioned oper-
ations on tracking performance, we compare the trajectories of the
modified video [i.e., the algorithmic result (AR)] with those of the
input raw video V [i.e., the ground truth (GT)]. It is known that both
tracking and trajectory analyses are nonlinear operations. An analytical
estimator that could accept as input a video stream and as output a
numerical estimate of tracking accuracy without performing tracking
would be ideal; however, to the best of our knowledge, there is no such
effective analytical estimator so far.

In [12], a review of the state of the art for video surveillance
performance metrics is presented. We choose the Overlap, Precision,
and Sensitivity metrics presented in [9] due to their relevance. Overlap
(OLAP ) is defined as the ratio between intersections and unions of
frame regions covered by GT and AR, averaged over all detected
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Fig. 2. Preprocessing block diagram.

objects. Precision (PREC), defined as the number of true positives
over the total number of objects detected in AR, measures how credible
the AR is in terms of object identity. Similarly, sensitivity (SENS) is
defined as the number of true positives over the total number of objects
detected in GT.

In order to jointly consider the above metrics, tracking accuracy A
is defined as a linear combination of OLAP , PREC, and SENS,
where the weights incorporate the relative importance of the accuracy
components. In applications when no prior knowledge is assumed
on the relative importance, we can set A = (OLAP + PREC +
SENS)/3, as has been done in this paper.

III. PROPOSED SYSTEM COMPONENTS

A. Preprocessor

The preprocessor shown in Fig. 2 adopts a two-branch design.
The lower branch filters the input video to consolidate encoded bits
on video information that is most important for tracking, and the
upper branch consists of an optional ROI extraction component. Both
branches should be computationally efficient. Moreover, the lower
branch should have fast adaptability to per-frame changes in order to
minimize the bits spent on encoding noiselike intensity variations. The
upper branch should provide homogeneous outputs valid for a long
time, as is required by the subsequent encoding and channel protection.
As is explained shortly, the complementary behaviors of these two
branches jointly satisfy the set of design requirements.

1) TDT Filtering: The lower branch filtering is performed using
the temporal deviation thresholding (TDT) algorithm [9]. TDT seeks
to suppress noiselike per-pixel intensity variations before encoding.
Such variations are usually imperfectly represented in the compressed
video, which, after decoding, may contain artifacts that are misleading
to the tracker. TDT suppresses such variations by iteratively generating
frame mask Mt and output frame F̃t as

σ̂t =mode (std ({Ft−T+1, . . . ,Ft}))

Δt = |Ft −Ft−1|,Mt = Δt > τσ̂t

F̃t =Mt � Ft + (1 −Mt) � F̃t−1 (1)

where Ft is the tth input frame, � denotes the elementwise ma-
trix multiplication, and τ > 0 is a threshold multiplier. Since irrel-
evant intensity variations in the TDT output have been suppressed,
it was shown that the filtered video yields a better rate-accuracy
tradeoff.

Note that TDT utilizes simple first-order statistics and hence is able
to adapt on a frame basis, which makes TDT effective as a video filter.
However, as discussed in [9], the TDT output contains a few isolated
misclassified pixels. Although such pixels do not incur significant
bitrate increase because of their small spatial extent, they limit the
use of TDT for ROI extraction, which requires a homogeneous map.
Therefore, we rely on a nonparametric algorithm complementary to
TDT to obtain a homogeneous ROI map.

2) Kurtosis-Based ROI Extraction: The primary motivation for
ROI extraction is the subsequent unequal error protection (UEP),
which is implemented using the flexible macroblock (MB) ordering
(FMO) option in H.264. The FMO encoding requires a homogeneous
ROI map valid for a large number of frames, which cannot be obtained
from TDT.

The identification of the ROI is based on the excess kurtosis of the
temporal pixel intensity distribution [13]. Briefly explained, using T
training frames, the per-pixel excess kurtosis can be estimated. ROI
extraction is achieved by thresholding the estimate at the midpoint be-
tween the two models representing: 1) noise and periodic movements
of objects (such as trees and snow falls), which are characterized by a
mixture of Gaussians (MoG) and 2) the desired type of motion due to
moving vehicles, modeled as exponentials.

In practice, if the scene is relatively fixed (e.g., the camera is
mounted on a pole), a single ROI can be used for a long time, and
T is much less than the length of the entire sequence. Note also that
the ROI is not updated on a frame basis and hence has a low amortized
computational complexity.

3) Discussion on Preprocessing: As we have seen, TDT and the
kurtosis-based approach complement each other and serve the pur-
pose of video filtering and ROI extraction, respectively. TDT has
fast adaptability and identifies (and suppresses) noiselike pixel vari-
ations. The kurtosis-based approach uses higher order statistics, and
the generated homogeneous ROI maps unveil image areas where
events of tracking interest are likely to occur in a long period
of time.

B. Encoder

In this system, we use the state-of-the-art H.264 as the source
encoder [3], with the FMO feature optionally enabled for UEP. Specif-
ically, when UEP is desired, each video frame is divided into two
slice groups (SGs), with one for the highlighted areas in the ROI
and the other for the remaining areas. Since the SG information is
conveyed in the picture parameter set as specified by H.264, it does
not allow fast per-frame changes and any update to it costs bits. Thus,
the “freshness” of the ROI information is limited by H.264 and the
bitrate requirements.

C. FEC

The output of the H.264 encoder is a set of packets, each containing
a slice of MBs. The FEC module adds redundancies to the packets for
improved error resilience. Due to the limited computational power at
the remote nodes, the simple yet effective redundant slices (RSs) are
used to minimize the overall packet loss probability, where multiple
copies of a slice are independently transmitted.

With the RS scheme, equal error protection (EEP) assigns a uniform
protection level to all the packets, whereas UEP assigns possibly
different levels to different packets. The apparent advantage of EEP
is its inherent simplicity. Moreover, due to TDT filtering, most pro-
tection bits are devoted to the important video signal even if EEP is
applied because intensity variations of low tracking interest have been
suppressed by the preprocessor.

In other cases when the input frames exhibit complex motion of
mixed types, UEP has the potential to make better utilization of the
bandwidth resources. Specifically, let IH denote the set of packets of
high tracking interest and IL the set of remaining packets. H and L
denote the respective assigned protection levels, whose selection can
be based on the maximum supported bitrate R̂ and a target overall
loss probability Ptarget. Let Ri denote the size of the ith packet.
Algorithm 1 can be carried out to determine H and L.
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Algorithm 1 Determining UEP Error Protection Levels

1: ctarget = � logPunprot
(Ptarget)�; /∗Punprot is the unprotected

packet loss probability ∗/
2: if ctarget

∑
i∈IH

Ri +
∑

i∈IL
Ri > R̂ then

3: H = �(R̂−
∑

i∈IL
Ri)/

∑
i∈IH

Ri�;
4: L = 1;
5: else
6: H = ctarget;
7: L = �(R̂− ctarget

∑
i∈IH

Ri)/
∑

i∈IL
Ri�;

8: end if

The underlying assumption here is that R̂ can support at least one
copy of each packet. If this assumption is violated, we can prioritize
important packets as discussed in [14].

D. Decoder and ERC for Tracking

By design of FEC, the information contained in a lost packet will not
be retransmitted and must be estimated at the decoder, a process known
as ERC. An important issue in ERC is the encoder/decoder mismatch.
In transportation videos, due to the approximately translational motion
of objects, such mismatch usually creates trailing artifacts that are
particularly distracting to trackers. Thus, it is desirable to identify ERC
strategies that minimize such types of distortion.

In general, ERC utilizes the spatial or temporal correlation between
the lost information and its neighbors [15]. A typical example of
ERC based on spatial correlation is the boundary matching algorithm
(BMA) [16], which interpolates the video content using reliably recon-
structed spatial neighbors to minimize the discrepancy of the boundary
surrounding the lost region. The minimization is based on metrics such
as peak signal-to-noise ratio and mean squared error, which are not
application aware (i.e., tracking aware in our problem).

On the other hand, there exist ERC schemes that explicitly use
temporal correlation. A straightforward but intuitive example is the
motion-copy (MC) algorithm [17], which uses the motion informa-
tion from colocated MBs in the previously decoded frames. The
MC algorithm is potentially more capable of accurately recovering
the lost translational motion information. It is particularly suitable
for the preprocessed video because the pixel variations, not due to
translational object motion, have been suppressed by TDT. In the
numerical examples below, we will show several examples of trailing
artifacts and demonstrate that the MC algorithm indeed outperforms
the spatial BMA scheme in terms of reduced number of false positives
and improved accuracy.

IV. EXPERIMENTS

A. General Framework

To verify the gains made possible by the proposed schemes, we test
the system using multiple known and privately collected sequences
with different characteristics such as viewing angles, quality, and
type of observed vehicle traffic. Results presented below refer to
two publicly available sequences. Experiments on other sequences
demonstrate similar behavior and are not shown here for brevity.

The “Camera6” sequence [18] shows an intersection with light
traffic, with trees swaying and buildings casting reflections of passing
cars. The “dt_passat” sequence [19] shows a busy intersection with
traffic interrupted by a signal light and an urban rail crossing. Both
sequences contain significant capture noise.

The proposed system is implemented with JM 16.2 [20] reference
software, with the FMO feature optionally enabled for UEP-related

experiments. The JM decoder is modified to enable the MC strategy,
whereas the built-in BMA is used for performance comparison. The
open-source OpenCV 2.3 [21] “blobtrack” module is used as the
object tracker, which relies on the mean shift object tracking algo-
rithm [22].

In the following experiments, we consider an independent iden-
tically distributed (IID) channel model. When channel conditions
change fast or when packet interleaving is possible, an IID channel
leading to independent packet losses is a reasonable approximation.

B. Effect of Preprocessing

To illustrate the effect of the proposed preprocessing filter in terms
of bitrate consolidation and accuracy improvement, we take the raw
video encoded using H.264 as the benchmark. In addition, we consider
a popular background (BG) segmentation algorithm introduced in [23].
Despite its popularity for BG segmentation, this algorithm has not been
used for application-aware video filtering similar to what is considered
herein. We therefore adopt the principles from the original algorithm
and adapt it as a reference video filtering approach.

Briefly explained, in this reference approach [23], the pixel intensity
is modeled as a MoG distribution, where the classification of pixel is
based on its matching to one of the Gaussian components. When all
pixels in a frame are classified, a mask Mt is accordingly generated,
which, in turn, is used to generate the filtered frame

F̃t = Mt �Ft + (1 −Mt) � Fstatic (2)

where Fstatic is a static image taken from the video to represent
the BG.

There are two notable differences between the TDT and MoG
algorithms. First, TDT and MoG differ in their treatment for BG.
For TDT, the BG regions are replaced by the collocated image signal
from the previous filtered frame; thus pixels classified as BG are
considered unchanged between two consecutive frames. For MoG, the
classification is done by clustering, and therefore, the BG pixels may
not resemble their temporal predecessors. This implies that TDT yields
a more visually appealing BG that is updated and adaptable to changes.
Our testing showed that letting MoG mimic TDT in BG treatment and
use the previous filtered output to replace the BG will result in trailing
artifacts. Second, TDT enjoys lower computational complexity. MoG
maintains a multicomponent model for each pixel, whereas TDT
maintains a single-component model for all pixels within a frame.
Hence, TDT requires less computation to update its statistical model
and uses less space to store the model than MoG. This difference is
important in light of the constrained computational power and memory
capacity at the remote nodes. We will see shortly that TDT, despite
its relative simplicity, has satisfactory performance compared with the
reference MoG algorithm.

For the remainder of our experiments for TDT filtering, we set the
threshold τ to be 2 and buffer size T to be 7. For MoG filtering, five
Gaussian components are used and the first frame in a video sequence
is used as the static image for MoG.

In Fig. 3, we present sample outputs from the preprocessing steps
from typical frames that exhibit moving objects of tracking interest
(e.g., vehicles and pedestrians), as well as noise and irrelevant motion.
As can be seen, both TDT and MoG unveil the moving objects of
tracking interest. TDT misclassifies some isolated pixels in the BG
as movement, leading to false positives. Although these may not hurt
bitrate performance noticeably, they are evidence as to the difficulty
of fusing multiple TDT masks to create a homogeneous ROI map. To
the contrary, the ROI maps extracted by the kurtosis-based algorithm
clearly highlight the streets and are thus well suited for UEP. However,
if these ROI maps were to be used for filtering, some bits would be
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Fig. 3. Effects of preprocessing. [(a) and (b) Original frames in “Camera6”
and “dt_passat”; (c)–(e) TDT mask, MoG mask, and kurtosis-based ROI for
“Camera6” frame; (f)–(h) TDT mask, MoG mask, and kurtosis-based ROI for
“dt_passat” frame.]

Fig. 4. Comparison between filtering approaches. (a) “Camera6” sequence.
(b) “dt_passat” sequence.

spent on encoding static information. Thus, our proposed design takes
advantage of the complementary behaviors of the two algorithms.

Quantitatively, we examine the effectiveness of the TDT and MoG
algorithms in bitrate consolidation and compare their performance
with unpreprocessed video encoded using the baseline H.264. It is
evident from Fig. 4 that TDT effectively consolidates bitrate on the
video content important for tracking. Compared with baseline, TDT
significantly reduces the encoded bitrates while maintaining satisfac-
tory tracking accuracy. Compared with its MoG counterpart, TDT
demonstrates comparable or even improved performance despite its
computational simplicity.

C. Effects of ERC

To investigate ERC performance, the encoded video sequences were
subject to random packet losses, and the received bitstreams were
decoded with BMA and MC, respectively. The results averaged across
multiple random realizations are presented below.

Fig. 5 shows zoom-in views of the concealed image regions. Visu-
ally, the MC-concealed frames exhibit less severe trailing artifacts than
the BMA-concealed frames due to the better utilization of the motion
information embedded in the bitstream.

Fig. 5. Sample concealed frame for (a) and (b) “Camera6” sequence and
(c) and (d) “dt_passat” sequence. (a) BMA-concealed frame. (b) MC-concealed
frame. (c) BMA-concealed frame. (d) MC-concealed frame.

Fig. 6. Tracking performance comparison between ERCs. (a) “Camera6”
sequence. (b) “dt_passat” sequence.

TABLE I
AVERAGE TRACKING PERFORMANCE WITH MC AND BMA (IN

PERCENT); SEQUENCE 1 IS “Camera6”; SEQUENCE 2 IS “dt_passat”

Quantitatively, we show the tracking accuracy values for the con-
cealed video sequences at various bitrates, where the average packet
loss probability is maintained at 0.05. As shown in Fig. 6, MC-
concealed sequence in general yields higher tracking accuracy values.
When examining the individual components of tracking accuracy
shown in Table I, we see that when BMA is used, a 12% decrease in
precision is observed compared with MC. By the definition of preci-
sion, this implies that BMA results in an increased number of false po-
sitives, which is directly attributed to the more severe trailing artifacts.

Note that channel impairments (even under moderate channel con-
ditions) do affect tracking accuracy negatively, explaining the overall
low tracking accuracy values shown above. Thus, bitrate consolidation
and channel protection must be introduced to improve overall system
performance.

D. Overall System Performance

In the previous paragraphs, we showed that some preprocess-
ing (TDT or MoG) can consolidate bitrate and that different ERC
strategies have different effects on tracking accuracy. In this section,
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TABLE II
SYSTEM COMPONENT SETTINGS

we combine the proposed TDT preprocessing, FEC (EEP and UEP),
and ERC modules into a complete system and compare its perfor-
mance with a MoG-based reference system, as well as variations of
the baseline H.264 implementations. From all possible system settings,
we present those in Table II to illustrate the combined gains of the
proposed approach.

Different system settings are referred to by their respective IDs.
The numbers in column 5 denote the protection levels. Note that both
Proposed-1 and Proposed-2 use TDT. However, Proposed-1 employs
EEP and hence does not require explicit ROI extraction or FMO-
enabled encoding. The reference system employs MoG for input
filtering, which replaces the BG regions with a static image and hence
spends minimum bits on encoding such regions. In this case, EEP
is used for its channel protection as UEP leads to minimal gains.
For the baseline implementations, we use the H.264 encoder with
the unpreprocessed video. Since channel errors have a major impact
on the decoded video quality, unprotected bitstreams (Baseline-1)
yield exceptionally low tracking accuracy. In order to make the com-
parison of results more interesting, we apply EEP with two levels to
the baseline encoded bitstreams and record their respective tracking
accuracy after transmission and decoding.

The performance comparisons shown in Fig. 7 make it evident that
the baseline implementations, despite their great efficiency in generic
video compression, are less effective in this application-specific envi-
ronment. The proposed TDT filtering removes video content unimpor-
tant for tracking and saves bitrate for protection purposes. The FEC
module utilizes the bitrate savings to provide protection to the video
information most relevant for tracking. At the decoder side, tracking-
aware ERC strategy is employed to recover the lost motion informa-
tion and therefore further improves the overall system performance.
Quantitatively, the proposed system yields an 80% reduction in bitrate
for the same tracking accuracy compared with the protected baseline
implementation.

The proposed system has similar performance as the reference
system while being computationally more efficient. This is a signifi-
cant advantage in our constrained environment. Comparing between
Proposed-1 and Proposed-2, we see that when the scene contains
complex motion of mixed types, gains are possible by using UEP
because the ROI map it relies on is derived using higher order statistics.

From this numerical analysis, we see that the proposed system is
effective in: 1) bitrate consolidation; 2) channel degradation mitiga-
tion; and 3) lost information recovery, while always maintaining a low
computational cost profile at the encoder side and retaining standard
compliance.

V. CONCLUSION AND FUTURE WORK

In this paper, we have presented a video coding and transmission
system specifically tailored to automated transportation surveillance
and monitoring. The characteristics of the video and the lossy nature
of the wireless channels were considered in the system design. The

Fig. 7. Comparison of system performance. (a) “Camera6” sequence.
(b) “dt_passat” sequence.

effectiveness of the proposed system was demonstrated using real-
life video sequences. The current system includes individual designs
for the transmitter and receiver. By incorporating information about
the receiver in the transmitter design, it is possible to achieve more
specialized preprocessing and channel protection. As an example, if
the preprocessor has information as to what the ERC module can
recover, it can intentionally discard such information whenever there
is a rate-accuracy benefit.
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