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Synthetic Generation of Myocardial
Blood–Oxygen-Level-Dependent MRI Time

Series Via Structural Sparse Decomposition Modeling
Cristian Rusu, Rita Morisi, Davide Boschetto, Rohan Dharmakumar, and Sotirios A. Tsaftaris*

Abstract—This paper aims to identify approaches that generate
appropriate synthetic data (computer generated) for cardiac
phase-resolved blood–oxygen-level-dependent (CP-BOLD) MRI.
CP-BOLD MRI is a new contrast agent- and stress-free approach
for examining changes in myocardial oxygenation in response to
coronary artery disease. However, since signal intensity changes
are subtle, rapid visualization is not possible with the naked eye.
Quantifying and visualizing the extent of disease relies on myocar-
dial segmentation and registration to isolate the myocardium and
establish temporal correspondences and ischemia detection algo-
rithms to identify temporal differences in BOLD signal intensity
patterns. If transmurality of the defect is of interest pixel-level
analysis is necessary and thus a higher precision in registration is
required. Such precision is currently not available affecting the
design and performance of the ischemia detection algorithms.
In this work, to enable algorithmic developments of ischemia
detection irrespective to registration accuracy, we propose an
approach that generates synthetic pixel-level myocardial time
series. We do this by 1) modeling the temporal changes in BOLD
signal intensity based on sparse multi-component dictionary
learning, whereby segmentally derived myocardial time series
are extracted from canine experimental data to learn the model;
and 2) demonstrating the resemblance between real and synthetic
time series for validation purposes. We envision that the proposed
approach has the capacity to accelerate development of tools for
ischemia detection while markedly reducing experimental costs so
that cardiac BOLDMRI can be rapidly translated into the clinical
arena for the noninvasive assessment of ischemic heart disease.

Index Terms—Blood–oxygen-level-dependent, heart, magnetic
resonance imaging (MRI), shift-invariance, sparse decomposition,
synthetic generators.

I. INTRODUCTION

S YNTHETIC data (i.e., computer generated data of good
resemblance to real data) are used extensively in medical

imaging for the development, testing, and validation of image
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analysis tasks. In cardiac imaging for example, synthetic data
have been used to develop and validate 4-D segmentation
[1] and nonrigid registration methods [2], [3]. In functional
magnetic resonance imaging (fMRI) of the brain, testing with
synthetic data, is common and has helped the broad adoption
of certain analysis approaches [4]. The goal of this paper is to
identify mechanisms that permit the generation of synthetic
data for cardiac phase-resolved blood–oxygen-level-dependent
(CP-BOLD) MRI. Using this mechanism we further our under-
standing and we can generate synthetic data sets to build, test
and validate algorithmic developments of ischemia detection.
CP-BOLD MRI is a new contrast agent- and stress-free

imaging technique for the assessment of myocardial is-
chemia at rest [5], capturing simultaneously BOLD changes
( 10%–20%) and wall motion in a single acquisition that
can be viewed as a movie (cine BOLD) [6], [7]. Identifying
ischemic territories at rest is important, since provocative stress
can be contraindicated [8], carrying rare but serious risks [9].
This identification is possible due to differential variations in
BOLD signal intensities between systole and diastole, as Fig. 1
illustrates, in a manner which is dependent on the patency of
the coronary artery supplying the myocardial territories [5].
With the naked eye such differential variations are not vis-

ible thus requiring postprocessing to visualize and quantify the
extent of disease. When transmurality of the defect is of in-
terest, pixel-level, rather than segmental-level, analysis can en-
sure spatial specificity [10]. This analysis entails the following
sequence of steps: 1) myocardial segmentation [11]–[16] and
subsequent 2) registration [5], [17]–[20] to establish myocar-
dial correspondence at the pixel-level across the cardiac cycle
and extract time series of the BOLD variation for each myocar-
dial pixel at each cardiac phase; and 3) an ischemia detection
algorithm that is able to discern differences in time series orig-
inating from pixels belonging to affected or remote territories,
and thus inform the clinician on the part of the myocardium af-
fected by stenosis.
Precise myocardial segmentation and registration still remain

a challenge particularly in CP-BOLD imaging due to the tem-
poral variations of the BOLD contrast. The extracted time se-
ries can be noisy and affect our understanding of myocardial
CP-BOLD effects. The remedy of segmental averaging in turn
reduces the number of available time series. Unfortunately, the
quality and number of available time series directly affects the
design of ischemia detection algorithms. For example, the ap-
proach in [5] used only six myocardial segments and two car-
diac phases to define a hypothesis-based biomarker. Because of

0278-0062 © 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.



RUSU et al.: SYNTHETIC GENERATION OF MYOCARDIAL BLOOD–OXYGEN-LEVEL-DEPENDENT MRI TIME SERIES 1423

these dependencies, developments in ischemia detection algo-
rithms are limited and automated pixel-level assessment of is-
chemia at rest with CP-BOLD imaging is currently lacking.
Synthetic data, when used in lieu of experimental data, can

relax such dependencies and allow for the direct development
of ischemia detection tools. However, methods to generate such
data for CP-BOLD MRI are lacking and current approaches for
generating synthetic data in cardiac MRI cannot be readily de-
ployed. For example, image-based methods [3], [21], [22] do
not account for cardiac phase-dependent myocardial signal dis-
tribution which is necessary for CP-BOLDMRI. Even physics-
based approaches [23]–[26] will also need to account for the
cardiac phase-dependent BOLD effect. Currently, two general
states (systole and diastole) [5] with two-pool exchange models
[27] have been used but multi-state models (one for each car-
diac phase of the cine acquisition in CP-BOLD) are not avail-
able. Thus, any of these avenues will indeed require the prior
investigation of real CP-BOLD time series to understand how
the BOLD effect evolves as a function of cardiac phase and in
the presence of disease.
In this paper, to further our understanding of BOLD effects,

we follow a different approach: we learn statistical models that
describe CP-BOLD myocardial time series, on the basis of real
experimental data from an animal model of ischemia. To al-
leviate issues with the accuracy of myocardial registration we
use segmental-based time series to learn two models: one for
baseline myocardial status and one to describe time series orig-
inating from ischemia territories. We then use these models to
generate synthetic datasets for which we can alter by design sev-
eral of their characteristics. We can examine how different ac-
quisition scenarios (acceleration factors and sampling resolu-
tion) and the effects of inaccuracies originating from imprecise
registration affect algorithm performance, i.e., the correct iden-
tification of the disease status of each pixel. Thus, we bypass the
steps of segmentation and registration and we can develop and
validate ischemia detection algorithms directly in an unbiased
fashion. This is important since in the context of BOLD only
indirect approaches have been used thus far, relying either on in-
vasive gold standards (such as microsphere-derived segmental
perfusion) or on other imaging modalities [5], [10], [28], [29].
By using synthetic data we avoid unnecessary and costly exper-
imentation (involving real subjects) without compromising the
validity of the studies and we can accelerate the clinical trans-
lation of CP-BOLD.
Specifically, this paper is the first to take a rigorous approach

to further our understanding of myocardial CP-BOLD effects
using image processing and pattern recognition methods. A
new data-driven learning framework builds a statistical model
where the CP-BOLD effect is extracted and isolated, relying
only on a few input time series. In turn, this allows us to build a
synthetic time series generator. Furthermore, we account, using
shift-invariant learning, for cases when time series obtained
from various myocardial territories under baseline conditions
appear slightly shifted (in time) [5], likely because of physio-
logical differences between territories supplied by different ar-
teries [30]. Central to our approach is a sparse multi-component
dictionary based method that decomposes time series as linear
combinations of template time series (which are also learned

from the data) and their shifts. The method can be viewed as
a combination of subspace identification and statistical mod-
eling using Gaussian mixture models (GMMs) for each of the
(low-dimensional) subspaces found. Since all learning models
exhibit a trade-off between performance and complexity, we in-
troduce a fitness measure that balances the internal dimensions
of the proposed model with the representation performance.
Since the final goal is to generate synthetic time series with
good resemblance to real data we validate this via supervised
classification, an approach not previously considered for this
task. To show the benefit of having such generators, as proof of
concept, we assess the efficacy of a method previously used in
fMRI analysis [4] for unsupervised myocardial ischemia detec-
tion and compare it with the biomarker introduced in [5]. We
evaluate their performance with regards to the number of time
series used and their quality (less or more noisy). Unsupervised
ischemia detection outperforms the approach in [5], opening
the road to significant advances in algorithmic design.
The paper is organized as follows. Section II presents the

methodology for learning, modeling, model selection, and
validation. Section III presents our experimental findings and
Section IV discusses our findings and conclusions.

II. MATERIALS AND METHODS

We propose a model which 1) learns with few input data, 2)
offers low representation error when approximating input time
series (good representability) without 3) overfitting (i.e., low
model complexity) while 4) extracting components and relative
parameters that permit the interpretation of the CP-BOLD ef-
fect (interpretability) and 5) the controllable generation of time
series (controllability).
Given a set of MRI datasets, after necessary preprocessing

(Fig. 2, block A) detailed in Section II-A, we obtain an input
matrix containing a concatenation of time series (examples of
which are shown in Fig. 1). Subsequently, in Section II-B, we
propose a dictionary learning method to find a sparse approx-
imation of the data based on the dictionary and the sparse
representations , i.e., each time series (a column of ) is de-
composed as a linear combination of columns of , weighted
by the coefficients in a row of . This sparse approximation
can decompose the input space as a collection of subspaces of
much lower dimension (Fig. 2, block B). Based on this approxi-
mation, we fit statistical sub-models (Gaussian mixture models)
on the distribution of the coefficients of each subspace, i.e.,
the coefficient blocks of (Fig. 2, block C). The outcome
of this process, called Dictionary Based Modeling Algorithm
(DBMA), is a model composed of the dictionary , the statis-
tical sub-models extracted from , and its control parameters.
Depending on the input data (baseline or ischemic), models are
learned for each conditional state.
A learned model and a set of parameters are

given to the proposed generator to produce on request synthetic
CP-BOLD time series (Fig. 3).

A. Experimental Data and Preprocessing

We use imaging data obtained from a canine experimental
model [5] of early ischemia and reperfusion injury briefly
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described below. Canines had a surgically implanted
hydraulically-activated occluder affecting the left anterior de-
scending (LAD) artery. While anesthetized and mechanically
ventilated, the subjects were imaged using a clinical 1.5T MRI
system during baseline conditions (i.e., without any occluder
activation) and severe stenosis ( % LAD occlusion). As
detailed in [5], CP-BOLD data were acquired mid-ventricle
at rest with breath holding twice (pre- and 20 min post-occlu-
sion) using a flow compensated steady state free procession
(SSFP) BOLD cine sequence [7] with parameters: field of view,
240 145 mm ; spatial resolution, 1.2 1.2 8 mm ; readout
bandwidth, 930 Hz/pixel; flip angle, 70 ; TR/echo time (TE),
6.2/3.1 ms; temporal resolution 37.2 ms; and 24 time frames.
Late gadolinium enhancement (LGE) images were acquired
within 20 min post-occlusion (to rule out early infarction)
and after 3 h of occlusion and during reperfusion (to identify
myocardial regions succumbed to ischemic tissue damage),
using the sequence described in [31] with parameters: spatial
resolution, 1.3 1.3 8 mm ; TE/TR, 3.9/8.2 ms; TI, 200 to
220 ms; flip angle, 25 ; and readout bandwidth, 140 Hz/pixel.
We preprocess BOLD stacks to obtain CP-BOLD time series

for training and testing the models presented herein (see also
Fig. 2, block A). For each subject out of total , endo- and
epicardial boundaries are manually traced in one image (in sys-
tole) and propagated automatically to all images of the cardiac
cycle [32]. Subsequently, the myocardium is further segmented
automatically into segments/image. For each seg-
ment the average intensity is recorded, resulting in average seg-
mental BOLD SSFP signal intensity as a function of cardiac
phase, i.e., a time series. All time series are spline interpolated
and sampled at equally spaced time points to create series of
the same length across the study population.
Each th myocardial segment of the CP-BOLD acquisition

at 20 min post-occlusion is identified as “ischemic” if tissue
damage is observed on the LGE images acquired after 3 h of oc-
clusion and during reperfusion and as “baseline” otherwise. All
segments of the CP-BOLD acquisition pre-occlusion are iden-
tified as “baseline.” Overall, time series each of length and
of the same status are concatenated to form the input matrix

.

B. MC-DLA: Multi-Component Dictionary Learning

Finding multivariate models (at the extreme of one variable
for each of the cardiac phases) when relying on few training
data is difficult due to the known “curse of dimensionality” [33].
Furthermore, as Fig. 1 shows, CP-BOLD time series contain a
structure which appears to shift through cardiac phase locations
(i.e., the curves appear to be shifted versions of each other).
Thus, the learned model should reveal (and retain) such struc-
ture to aid interpretation. Various ensemble methods, such as
GMMs or random density forests [34], even when combined
with dimensionality reduction techniques are agnostic to shift-
invariant structure of the time series and as such do not permit
the interpretation of cardiac-phase dependence of the myocar-
dial BOLD effect. On the other hand, due to the sparsity con-
straint and the robustness to noise [35], sparse decompositions

Fig. 1. Time series extracted from rest CP-BOLDMRI, with a single coronary
stenosis, from several remote territories (left) and within the ischemic territory
(right) of a single subject.

have been shown to be crucial for the development of robust
learning algorithms in high dimensions [36], [37], such as the
time series modeling considered herein. Furthermore, sparse de-
compositions generally offer useful interpretations of the data
[38] and based on recent developments can also be handle shifts
[39], [40].
Dictionary learning algorithms (DLAs) find dictionary and

sparse representations such that . Solving this
problem involves the pseudo-norm , the number of
nonzero elements. The goal is to minimize, under sparsity con-
straints, the representation error , i.e., the
Frobenius norm of . However, general DLAs
cannot account explicitly for a specific structure [41], as op-
posed to recent shift-invariant DLA [40]. Combining the advan-
tages of both, here we propose a multi-component dictionary
learning method (Fig. 2).
We formulate the multi-component dictionary learning as

(1)

At the core of the proposed formulation is the circulant dictio-
nary with allowed shifts , where each
of them is a down circular-shifted version of the first column
denoted as , referred to as kernel. Using this kernel we
account efficiently for the shift structure in the data. The kernel
in baseline conditions, as we will subsequently see, corresponds
to the characteristic CP-BOLD curve and overall should follow
the cardiac phase-dependent variability illustrated in Fig. 1. Its
data-driven recovery is a significant innovation of this work.
The general dictionary component

has columns called atoms. Overall we denote
as the multi-component dictionary

and , with each column par-
titioned in and . Variables
and impose the target sparsity for the circulant and the

general dictionary coefficients, respectively. Restrictions on
these parameters are naturally set according to the dimensions
of each component: and . The total
target sparsity is . Dictionaries for which
are called overcomplete. Since we want to avoid overfitting
our model, in this paper we consider dictionaries with .
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Fig. 2. Workflow of the proposed learning procedure.

Using the split proposed in (1), the two components are sepa-
rated and efficient solvers are used to find them. This improves
representation performance and interpretability.
To solve (1) we alternately update and . Although

this alternate updating is a standard procedure deployed in dic-
tionary learning, where only and are available [41],
here we alternate the three unknowns and use efficient solvers
for each [42], [40]. We split the overall target sparsity among
the two components, namely and .
To recover the general dictionary, the K-SVD algorithm [41]

uses an alternating optimization procedure to update the un-
knowns : keep fixed and find using the
orthogonal matching pursuit (OMP) algorithm [43]; keep
fixed and update one atom at a time. The power of K-SVD

relies in its atom by atom update rule that simultaneously up-
dates also the corresponding coefficients in the sparse represen-
tations. The whole update procedure is based on a rank-1 ap-
proximation of an error term. We refer to the K-SVD algorithm
as .
In order to account for the shift-invariant structure we use a

recently developed state-of-the-art shift-invariant DLA, the cir-
culant dictionary learning algorithm (C-DLA) [40]. This ap-
proach relies on the observation that circulant dictionaries ex-
plicitly construct atoms in all their possible shifts. The solu-
tion is based on several developments: the eigenvalue factoriza-
tion of circulant matrices, the internal symmetries of the Fourier
transform and the observation that a circulant dictionary when
used together with the OMP algorithm behaves as a shift-in-
variant system. The final result is obtained by solving a sequence
of complex least squares problems of dimension
involving the Fourier transforms of the rows of and .
Here, we employ an extension of the C-DLA. Instead of de-
signing a full circulant dictionary we can create a partial cir-
culant dictionary that allows for only consecu-
tive shifts explicitly, out of the total. We refer to C-DLA as

.
When put together, K-SVD and C-DLA constitute the

proposed MC-DLA, outlined in Algorithm 1. We use a fixed
number of iterations, primarily for clarity and because we
observed rapid convergence.
With MC-DLA we refer

to MC-DLA. Note that MC-DLA
and MC-DLA

. For simplicity, is implied and omitted,
when allowed.

C. DBMA: The Dictionary Based Modeling Algorithm

Following the previously defined MC-DLA and the general
framework presented in Fig. 2, this section describes an effi-
cient sparse generative model of the data. The goal is to create
models that allow for a very good representability of the training
data, while they retain interpretability and are easy to integrate
into a synthetic data generator. To this end, we use the previ-
ously defined dictionary and sparse decomposition methods to
separate and allow easy access to the feature of interest (i.e., the
shift-invariant component), while constructing a natural method
to randomly sample from the union of subspaces created by the
model (Fig. 2, block B). To achieve this, we statistically model
the coefficients used for each subspace and create sub-models
that capture a particular behavior in the data (Fig. 2, block C).
The atoms and the subspaces created by their combination,

maximum with , offer deep insight into the geo-
metric properties of the data, while they provide robustness
to noise, outliers and overfitting due to the sparsity prior. The
method is especially effective in dealing with high dimensional
data by projecting results onto lower dimensional subspaces
that are easier to manage statistically and algorithmically.
Each sub-model is fully determined by its atoms and an

associated Gaussian mixture model (GMM). GMMs have be-
come particularly useful in the modeling of data densities and
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have produced satisfactory results in a number of applications
[44]. However, in large dimensions they are met with significant
difficulty since the limited number of samples results in nonsin-
gular covariance matrices, and thus some form of regularization
is required [45]. This motivates our solution: separate the input
space into a union of low-dimensional subspaces and statisti-
cally model each one.
Algorithm 2 shows the steps of the proposed modeling

approach, which we call dictionary based modeling algorithm
(DBMA), with a visual description provided in Fig. 2. At the
core of DBMA lies the MC-DLA. Based on the inputs and
we create the dictionary and its sparse representation coef-
ficients . During the modeling steps the coefficient matrix
is used exclusively to group the input time series into clusters
that lend themselves to easier statistical modeling. Based on ,
we search of all subspaces (all unique combinations of atoms
actually used) obtained after the dictionary learning. Albeit the
total number of subspaces can be very high, maximum
assuming , we expect to have only a fraction of
this number due to highly correlated and structured real world
data. To create an effective learning mechanism we use the
coefficients as training data to fit GMMs.
For each subspace we use the reduced (without

zeros) coefficient matrix , where denotes the
number of time series attributed to sub-model , to create effi-
cient and stable statistical models on the low-dimensional space
of size —note that . Since for each we
know the corresponding atoms from the dictionary, after sam-
pling the GMMwe can generate synthetic output data-thus, each
sub-model contains the subspace information
and the statistical GMM associated with it. To estimate the im-
portance of each sub-model , we compute the percentage of
time series that belong to the subspace. can be seen as a prob-
ability measure since . Finally, we account for the
residual error as additive Gaussian noise .

D. Model Selection

Wementioned previously that the parameters of DBMAmust
be identified to balance crucial and competing properties: con-
trollability and interpretability against model complexity and
representation capabilities. More degrees of freedom (i.e., more
atoms and larger target sparsity) lead to lower representation
error but they increase model complexity, number of subspaces
and statistical sub-models and do risk overfitting. Thus, we
should avoid overly complex solutions where each sub-model
may reflect idiosyncrasies of the data and not valuable key
characteristics. Since we are dealing with different types of
components (the generic and the circulant atoms), in order
to provide a fair comparison we consider as the total degrees
of freedom the maximum number of subspaces the model can
reach: in this particular case of MC-DLA.
We propose a measure that can evaluate dimension selection,

deviating from traditional performance bounds in sparse de-
composition and overcomplete dictionaries. When evaluating
the performance of overcomplete dictionaries, in general,
two obvious indicators are widely used: the representation
performance [41] and the mutual coherence of the dictionary

that directly affects the successful recovery rate of sparse
approximation algorithms [46]. Both approaches focus on the
computation of incoherent dictionary atoms during the training
phase [42], [47], while in our case the kernel and its shifted
versions may be correlated. Other statistical model selection
methods, such as the Akaike or Bayesian information criteria or
Minimum description length [48], which aim to balance model
likelihood and dimensions, do not fit the approach proposed in
this paper since many subspaces are created, each with varying
dimension and importance.
Given a model , based on MC-DLA with
sub-models, we introduce the model fitness measure

(2)

that not only balances the relative representation capability

(3)

but takes into account also the full available search space (the
combinatorial term). The number of sub-models , relative to
the total number of possible sub-models, affects directly the
computational complexity of the model.
We are interested in finding the model corresponding to a

minimum value of the fitness—low relative representation error
and model dimension. Notice that is dimensionless but
positive, with a zero minimum value achieved when the repre-
sentation error is exactly zero. When a trivial solution
exists and perfect representation is
achieved with target sparsity one. Of course, here we focus on
solutions where .
We will show that given certain conditions, there exist local

minima of (2) with respect to the dictionary dimension .
These minima reflect the ideal balance between representation
error and complexity. The choice of will be discussed in
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Fig. 3. Proposed generator structure based on DBMA.

Section III-B. Also, for simplicity, but without sacrificing
generality, we assume the target sparsity fixed.
Let us consider for a given dataset, fixed sparsity and shifts
, three models where each utilizes
general dictionary atoms with representation errors and
sub-models. Assuming is a local minimum

(4)

using (2) and expanding the factorial terms, we reach

(5)

which shows how representation error and complexity relate for
consecutive . Recall that the problem dimensions obey

while and .
Inequality (5) conveys information on the relative importance

of representation error and complexity. For example, assuming
for simplicity that we find that

must be true in order for
to hold. As increases, this bounds the representation error
improvement that has to occur for the new model with more
atoms to be considered better according to (2).
Generally, we are interested in conditions for which the exis-

tence of minima, even local, is possible as . Result (5)
is useful but involves knowing the values of the error and com-
plexity. Although both clearly depend on , good, generally
proven formulations or estimates are not available. Motivated
by findings of others [46] and by results in Section III, we study
the dynamics of the proposed fitness measure assuming an ex-
ponential evolution of the representation error

(6)

with and . Using these assumptions,
writing the complexities
and including (5), minima points exist if

(7)

In the general case, we can assume that the dynamics of the
complexity follows and , i.e., the number
of used subspaces increases with the increase in the total search
space. These bounds on are met when

. The assumptions and bounds provided in
this section fall into the regions of interest of and are
not particularly restrictive. In Section III we support the choice
made in (6) and show experimental results that validate .

E. Sampling From the Sparse Generative Model

As Fig. 3 illustrates, given a learned model , the dictio-
nary and some parameters (denoted as ), generating syn-
thetic time series can be done efficiently on request since sam-
pling fromGMMdistributions is well known. First, a sub-model

is selected and then synthetic time series are generated
by drawing projection coefficients following their GMM distri-
bution and using them as weights to linearly combine the atoms
of each individual subspace. Concretely, to generate synthetic
dataset the process is

(8)

where is chosen randomly with prob-
ability is the all-ones
vector and . The set includes the following.
1) —the number of output series to generate.
2) —the sampling method. To generate time series use:
ALL—all of the available sub-models each selected with
probability or SINGLE—a single sub-model.

3) Systolic to diastolic ratio (SDR)—the maximum BOLD
contrast, as defined in [5]: ratio between the maximal (end-
systole) and last (diastole) values.

4) —the Gaussian model of the residual. Obtain a
vector randomly sampled from the Gaussian.

5) —the Gaussian model of the mean. Obtain a
random sample and add it to each time series.

Varying these parameters can reflect many effects such as:
different flip angles and magnet strengths (e.g., 1.5T or 3T)
[6], accuracy of registration, noise level, resolution and others.
While some parameters are modeled in a simple fashion (e.g.,
as additive Gaussian processes) others stem from the power
of the proposed decomposition method to separate effects of
interest (BOLD phase dependent variability and shifts) from
noise, adding the desired interpretability and controllability.
This further permits the definition of a sampling methodology
and the extraction of CP-BOLD related information (e.g.,

SDR and the characteristic CP-BOLD curve itself).

F. Validation of Synthetic CP-BOLD Myocardial Time Series

For the important task of validation here we indirectly vali-
date the resemblance between synthetic and real data following
an application driven approach: we show that synthetic and real
data behave the same when used in a supervised learning con-
text. We learn support vector machines (SVM) [49] on the real
data (binary classification to baseline or ischemia) and test them
on several instances of synthetic data and vice versa.
We utilize the dataset of real subjects with 2 KJ available

time series, for which ground truth is available on the basis of
LGE imaging (Section II-A). Keeping the baseline to ischemic
time series overall ratio fixed, we use the synthetic generators to
create sets of “synthetic subjects,” for which ground truth
is known by design. We choose an SVM with a radial basis
function kernel with scaling factor and a soft margin

. We train it using each time series directly as an input
vector without any feature extraction.
We consider the following training/testing combinations.
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Cross Validation Accuracy on Real Data: We split the real
subjects using a leave one subject out strategy, training with

and testing on the remaining one.Wemeasure accuracy as
the number of correctly identified time series. The average (and
standard deviation) of this cross validation experiment serves as
benchmark performance on real data.
Cross Validation Accuracy on Synthetic Data: Similar to the

above, for each of the sets we train the classifier on the
synthetic subjects, test on the remaining one.
Classification Accuracy of Synthetic With Classifier Trained

on Real Data: The SVM is trained with all real subjects and
is tested on each of the synthetic sets.
Classification Accuracy of Real Data With Classifier Trained

on Synthetic Data: We train the SVM picking one of the sets
of synthetic subjects. We test accuracy on the real data.
Accuracy is always the average over all sets. An accuracy

similar in value across the four combinations, tested with two
sample t-tests, would indicate that the classifier performs the
same irrespective of training data origin.

III. RESULTS

We utilize imaging data from the same canine sub-
jects in controlled rest experiments. Overall, 20 CP-BOLDMRI
stacks (two per each subject) are available: 10 without and 10
with critical LAD stenosis. We use segments, and in-
terpolate to length . In total segmental time
series are available. Based on LGE imaging 3 h post-occlusion
and during reperfusion, are considered ischemic (i.e.,
the segments were affected by the stenosis) and are
baseline (i.e., we group together time series from baseline and
from remote territories in rest-stenosis studies since they were
found to behave the same).
We show in sequence, results on representation accuracy,

model selection, DBMA and its validation. Then, we use
DMBA in a proof of concept experiment (Section III-D).
We conclude showing statistically the existence of shifts
(Section III-E).

A. Model Accuracy and Representation Capabilities

To evaluate the representation capabilities of the proposed
methodwe use themetric defined in (3). As referencewe include
the principal component analysis (PCA).
Referring to Table I, with respect to PCA, the simplest model

(the circulant only) performs quite well, indicating a strong cir-
culant structure in the data. By comparison, the general dic-
tionary with unitary sparsity and five atoms offers worse per-
formance. As the number of atoms increases, the general dic-
tionary component outperforms the circulant component, indi-
cating that there is a circulant structure but that it is localized. In
fact, observing for MC-DLA(28, 0, 1, 0) which circulant atom
(i.e., which shift of the kernel) is mostly used in reconstructing
each time series, we can see the importance (energy content) of
each shift, shown in Fig. 4. The energy content for each shift is
computed as the sum of the squares of the representation coef-
ficients where that shift has the largest correlation (in an OMP
fashion, with target sparsity 1). The values are scaled to the total

TABLE I
RELATIVE REPRESENTATION ERROR (%) OF VARIOUS SETTINGS

OF MC-DLA

Fig. 4. Global importance of each kernel shift found via the circulant only
MC-DLA(28, 0, 1, 0) using all baseline data.

energy content, the square Frobenius norm of the coefficients
matrix. The grouped peaks and their wide spread allude to the
presence of localized shift structure attributed to variability in
ES among subjects.
While for baseline conditions we identify a strong under-

lying structure, we do not expect or impose such underlying
structure in ischemic time series. Thus, we use only the general
dictionary component of MC-DLA, to identify possible sub-
models. Table I depicts representation errors and compares var-
ious MC-DLA settings with the PCA. Naturally, the representa-
tion error decreases as model complexity increases (model di-
mensions, or , and target sparsity ).
Our findings and the atoms shown in Fig. 5, lend to the fol-

lowing interpretation of the data: under baseline conditions time
series contain a strong structure, the characteristic CP-BOLD
curve, represented here by the circulant kernel and its shifts,
plus a collection of additional components (attributed to sub-
ject variability, or to registration-related inaccuracies) modeled
by the general dictionary atoms, which when linearly combined
can alter this curve. The kernel, shown in Fig. 5, relates the in-
tensity of the CP-BOLD signal as a function of cardiac phase: at

% of the nominal cardiac cycle the highest value is present.
In healthy conditions, this is a physiologically expected location
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Fig. 5. Dictionary components (atoms) estimated with MC-DLA(4, 6, 1, 3) from baseline time series: (left) the circulant kernel and its three shifts; (middle) the
general dictionary atoms; (right) their relative importance.

Fig. 6. Model fitness for various values of and .

for end-systole [7], [5] and is in agreement with theoretical find-
ings in [5] that in end-systole BOLD effect is higher.
Throughout this paper we pay attention to extracting the

kernel and its shifts, since both are crucial to the interpretability
and controllability of the proposed model. We can also use
them to recover ES location variability between subjects. In our
dataset using the myocardial segmentations (Section II-A), on
the basis of the standard identification of ES as the minimum
blood volume in the ventricle, we find the location of ES at

%. Observing which kernel is used the most for each
subject, combined with the peak’s location in the kernel, we
estimate an ES average position at %. A paired t-test
comparing the two showed no difference .

B. Model Selection

Representation performance, albeit crucial, is not the
only indicator we are interested in. For example, the model
MC-DLA(4, 10, 1, 5) achieves a representation error of 14.9%
while the general only model MC-DLA(0, 15, 0, 6) achieves
a higher error of 15.3%. Recall that for the multi-component
method one component from the total is restricted to one of
the four circulant atoms—compared to the general model that
can access 15 independent atoms in any combination.
Since we are not only interested in good representations, we

use the proposed fitness measure (2) to search for a more suit-
able model. For a fixed , increasing values of and sev-
eral values of , we show in Fig. 6 the fitness of some models.
Clearly, a local minimum point is present in for .
As we hypothesized, representation error decays exponentially
with respect to as Fig. 7 shows. Following the error model in
(6), we estimate .
While in the methods section we focused on the selection of
, with respect to several observations can be made. Fig. 6

for example shows how with varying , the fitness value differs,

Fig. 7. Representation error evolution achieved by the general dictionary com-
ponent, with the increase in shown on a logarithmic scale, after the removal
of the circulant contribution.

and we could repeat the analysis of Section II-D with respect to
. Interestingly, we could identify a suitable value of via the
importance plot in Fig. 5. As increases the importance for the
newly added shift decreases. After a certain cut-off value the im-
portance of the atoms in the general dictionary will outweigh the
benefit of further considering shifts of the kernel. This heuristic
provides very good results. For example, the allowed
shifts account for approximately 60% of the energy, showing the
strong structure existing in the data. The first noncirculant atom
is less important than any circulant one. These experimental ver-
ifications motivate the selection of MC-DLA(4, 6, 1, 3) as the
model of the baseline time series.
Having demonstrated the representation capabilities of the

proposed formulation we are now interested in its modeling and
generating capacity.We consider twomodels of DBMA:
for baseline time series (using the composite learning method)
found with MC-DLA(4, 6, 1, 3) and for ischemic time
series, which due to the lack of structure uses only general com-
ponents found via MC-DLA(0, 7, 0, 6).
Fig. 8 shows sub-models of both learned models. For the six

baseline sub-models, it is evident that each sub-model repre-
sents a different shift of the kernel and alternations to its shape.
The percentage of utilization of each sub-model is also
shown. As the utilization decreases the deviation from the char-
acteristic CP-BOLD curve increases. The ischemic sub-models
lack a consistent characteristic behavior.

C. Validation and Comparison With a PCA-Derived Model

Since DBMA is designed specifically for BOLD time series
analysis and no reference method exists, direct comparisons
with other approaches are difficult. General statistical modeling
approaches, while they can still provide acceptable represen-
tation error (see the performance of PCA in Table I) they do
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Fig. 8. Representative sub-models found via MC-DLA(4, 6, 1, 3) for baseline
(in blue) andMC-DLA(0, 7, 0, 6) for ischemia (in red). We show real time series
belonging to each sub-model and their principal component found via the SVD
(thicker line), with the utilization percent of each.

not necessarily provide insight into the structure of the data and
extract the key expected feature: the characteristic CP-BOLD
curve (see Fig. 5). It is expected that any model of high com-
plexity should be capable to represent the input data with low
representation error. Thus, one must take into account not only
error but also parsimony (model size), interpretability and con-
trollability in terms of the CP-BOLD effect.
We compare with a PCA-derived decomposition, which we

refer to as PCA-GMM, which uses a single model not several
sub-models as with DBMA. With six principal components ob-
tained from , using the so-called reduced singular value de-
composition we learn a mixture
of 10 Gaussian components for the coefficients in the
basis . Since the EM algorithm deployed to fit the mixture
encounters convergence problems, the results presented are ob-
tained after several runs with different initializations.
The baseline DBMA generator uses the options:

while SDR and the Gaussian models of the
residual and the mean are estimated by DBMA. The ischemic
generator uses the options: , other parame-
ters are estimated by DMBA. We create synthetic sets
reflecting synthetic subjects, with total time
series. Thus, the created synthetic subjects have similar compo-
sition to our real subjects. Fig. 9 shows, for visual comparison,
baseline time series used for training and synthetic ,
equally numbered.
As presented in Section II-F, we use a supervised approach

for validating time series generated by DBMA with four com-
binations of training and testing sets (results in Table II). In all

Fig. 9. Examples of real (left) and synthetic (right) time series.

TABLE II
ACCURACY (MEAN STANDARD DEVIATION) FOR THE FOUR SETUPS
OF SVM-BASED VALIDATION OF THE SYNTHETIC GENERATORS

cases an accuracy greater than 80% is observed. (Although this
accuracy could increase with better choice of features, this is be-
yond the scope of this paper.) The goal is to provide strong evi-
dence that the synthetic data closely resemble the real ones. We
find no statistical significance when comparing average accu-
racy independently on the origin of the training data and testing
data (t-tests, p-values ). This indicates that the classifiers
have comparable behavior when trained on the real and tested
on the synthetic dataset and vice versa. Thus, we show indi-
rectly the equivalence between the real and synthetic data (i.e.,
they lie on the same manifold). The synthetic data generated
by the PCA-GMM perform similarly to the results presented in
Table II, albeit the modeling approaches are different. This be-
havior is due to the significant variability between baseline and
ischemic time timeseries. However, when trained and tested on
synthetic data, PCA-GMM achieves an undesirable higher ac-
curacy % indicating that PCA-GMMproduces synthetic
sets will less variability than the real input data. Note that we are
not in the pursuit of high accuracy, but in replicating the results
obtained with the real dataset.
Next we evaluate the capability of the synthetic data in re-

taining the shift structure (and its importance function) of the
input data. Given the input dataset and its importance function
(see Fig. 4), using both methods (MC-DLA and PCA-GMM)we
learn and generate several synthetic datasets containing
time series. For each synthetic dataset we learn a kernel, extract
its importance function, as described in Section III-A, and cor-
relate it with the one of the input dataset (i.e., Fig. 4). Over 200
realizations, MC-DLA obtains an average correlation of 92%,
and PCA-GMM of 88%. The difference is statistically signifi-
cant (p-value ; t-test). Synthetic experiments, not shown
for brevity, involving larger datasets of greater shift variability
(in real data this would occur due to larger variance in ES posi-
tion, possibly due to arrhythmia) and noise show that this per-
formance gap increases in favor of MC-DLA since it accounts
explicitly for shift structure.
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TABLE III
COMPARING ACCURACY (%) OF ICA AND THE S/D BIOMARKER [5]

FOR DIFFERENT SYNTHETIC COMPOSITIONS

D. Synthetic Data to Evaluate Unsupervised Ischemia
Detection

As a proof of concept, we use synthetic time series obtained
from the two generators as inputs, in lieu of real data, to com-
pare the performance of independent component analysis (ICA),
an unsupervised pattern recognition method, with the S/D ap-
proach in [5] for ischemia detection. ICA is used extensively in
fMRI for the detection of activation areas in a subject’s brain
[4]: it identifies activated areas (i.e., variations in time series)
by decomposing the observed fMRI time series in a linear com-
bination of different spatial components. Drawing a parallel be-
tween fMRI and CP-BOLD, we explore ICA as an unsupervised
method for separating ischemic from baseline CP-BOLD time
series extracted from a “synthetic subject’s” data. Using syn-
thetic data we know by design the ground truth, i.e., the orig-
inating class of each time series; thus, exact validation is pos-
sible, making comparisons between ICA and S/D fully quanti-
tative. We show accuracy with respect to varying the number of
time series (reflecting variations in spatial resolution), the per-
centage that are ischemic (reflecting variations in coronary pa-
tency) and finally the amount of artificial noise introduced (re-
flecting errors in registration or different acquisition scenarios,
e.g., acceleration factors).
We assume an input observation matrix originating from a

single “synthetic” subject.We use the same setup (samemodels)
as before, and sample the baseline and ischemic generators,
varying the composition with respect to the amount of baseline

and ischemic time series, choosing ratios ,
where ) reflecting realistic situations of single
vessel disease. We follow [4] to obtain a single independent
component (of zero mean), which carries information on the
class of each time series. Since we are not interested in infer-
ence, we use a fixed threshold of 0 on the component’s values
to label each time series and compare it to the ground truth.
Table III summarizes our findings after generating 100 “syn-

thetic” subjects for each composition. To demonstrate the ben-
efit of utilizing all cardiac phases, in Table III we also compare,
for all experimental settings with S/D [5]. S/D uses the ratio
of the time series values at end-systole and diastole, and labels
baseline a time series when this ratio is over 1 and ischemic oth-
erwise. In a synthetic dataset, we assume the position of diastole
as the last point in the time series and estimate ES as the loca-
tion in the utilized kernel (or shifted kernel) of the sub-model
that generated the data with the maximum intensity value. ICA
outperforms S/D in all cases and exhibits less variability.
To evaluate robustness to additive noise, we varied of the

noisemodel considering and . In-

creasing from 0 to 16 results in a 6% drop in the performance
of the ICA (92% to 86%) while the drop of S/D is significantly
higher, 11% (81% to 70%).
To put the obtained accuracy of ICA in perspective, when

and , its accuracy is %. This value is
close to the one obtained with the supervised method of SVM
on real data which was used for validation (Table II). Although
here we used synthetic data, it illustrates that unsupervised iden-
tification of ischemia on the basis of time series extracted from
myocardial pixels on the basis of CP-BOLD MRI is possible,
and that fMRI literature and methods, particularly those based
on decompositions, can provide fruitful inspiration.

E. Investigation of Shifts With Circulant Only MC-DLA

We previously saw that a characteristic CP-BOLD curve ex-
ists and that shifted versions of it are utilized throughout the
dataset (Fig. 4). Such shifts may arise due to variations in end-
systole (ES) location as discussed previously. In addition, the
presence of shifts across different territories of the same sub-
ject, is likely attributed to physiological differences among dif-
ferent arteries [5], [30]. Relying on the baseline dataset and
MC-DLA(28, 0, 1, 0) we can construct a statistical procedure
to test for their existence. Based on the learned circulant kernel

and MC-DLA(28, 0, 1, 0) we can obtain the importance
of each shift for each subject , denoted as . If no shifts
exist between time series of the same subject, should be
dominated by a single high valued peak; thus, less collective
importance on the remaining peaks is expected and the lower
their collective importance the less shifts would exist. Using
this simple observation, on average we find % impor-
tance outside the main peak, and when tested versus 25% the
null was rejected (p-value ).

IV. DISCUSSION AND CONCLUSION

The overarching goals of this work are 1) to generate syn-
thetic CP-BOLD time series with good resemblance to real data;
and 2) to provide insight into the characteristics of the differen-
tial variations in BOLD signal intensities.
To achieve these goals, the proposed composite dictionary

learning algorithm provides a proper, data-driven, representa-
tion of the input time series. Each time series is represented
by a linear combination between one circulant atom (the kernel
or one of its shifts), and other dictionary atoms. We are able
to identify a characteristic behavior under baseline conditions
which supports the notion that the BOLD signal is cardiac phase
dependent and that it can vary across myocardial territories,
possibly due to physiological/anatomical differences between
subjects [5], [30]. Most importantly, our results suggest that
all baseline CP-BOLD time series should follow this behavior,
which we refer to as the characteristic CP-BOLD curve. These
findings, demonstrated here for the first time are remarkable and
provide further insight into cardiac physiology.
The availability of the proposed synthetic generators allows

us to build and test detection algorithms independently of accu-
rate myocardial segmentation and registration and without re-
quiring new experimental data. In this paper, as proof-of-con-
cept, with synthetic data we show that classical unsupervised
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methods (based on ICA) can potentially be used to identify areas
of ischemia in CP-BOLD MRI, outperforming previously con-
sidered methods [5]. Highlighting the importance for precision
in myocardial segmentation and registration, we also show that
the number of available time series and their quality (i.e., noise
level) directly affects the accuracy of ischemia detection. In the
future, with our generator, for example, we could also test (and
quantify) the impact of shift variability on the accuracy and de-
sign of ischemia detection algorithms. We anticipate a lower ac-
curacy if the presence of physiological shifts are not accounted
for, when designing the algorithm.
Furthermore, insights on how the BOLD effect varies ac-

cording to cardiac phase and disease status, may be integrated
within image-based generators (e.g., [3]), to create synthetic but
realistic imaging stacks. These stacks can be used to facilitate
the development of segmentation and registration methods
tailored to cardiac BOLD imaging. Similarly these insights
can improve the design of multi-state hemoglobin relaxation
models. These models can be used to examine via simulation
how MR sequence design and imaging protocols affect detec-
tion methods down the line.
Being the first study to propose synthetic generation of

CP-BOLD time series, this study could not compare with any
prior method in the literature, which can be seen as a limitation.
Nevertheless, for a fair comparison we included a PCA-derived
decomposition for modeling which follows similar principles
to the one proposed here. However, their comparison beyond
validation accuracy must include the capability to extract the
object of interest, i.e., the characteristic CP-BOLD curve. The
proposed method cannot directly model spatial correlations
(i.e., that time series extracted from neighboring territories are
correlated), but postgeneration time series can be smoothed to
introduce correlation. Clearly, we need a sufficient number of
training data with ground truth to learn the two DBMA models.
For baseline conditions this is much easier than ischemic
conditions, due to limitations in spatial resolution, potential
partial volume effects and, in this study, the reliance on LGE
images to identify the area at risk. Further improvements in
MRI techniques that increase spatial resolution and fidelity
could alleviate such issues in the future. In addition, adopting
techniques that could register information of area at risk with
cine (BOLD) MRI [50], [51] could improve the identification
of ischemic time series for training and validation purposes.
From a technical perspective, the newly proposed MC-DLA

is able to provide a unique decomposition of input time series
as linear combinations between structured (circulant) and un-
structured (generic) dictionary components or atoms. Learning
this model is done efficiently using a newly proposed circu-
lant [40] and a well-known dictionary learning mechanisms.
Based on this decomposition we statistically model all low
dimensional subspaces found. Outside the context of cardiac
MRI, MC-DLA could also decompose fMRI data, particularly
if shift-invariant decomposition is sought-after [52]–[54]. Or,
it can be used more generally for modeling and clustering
data [48] or imaging applications [55]. We also provide a fit-
ness measure to identify the internal dimensions of the model
such that representation capabilities and model complexity are
well balanced. This is necessary since the traditional dictio-

nary learning framework does not naturally accommodate for
the compact dictionary and subspace structure imposed in our
models. The proposed fitness measure can be applied whenever
dictionary and subspace models with specific structure are ap-
plied [48].
In conclusion, we show that the proposed method can gen-

erate realistic CP-BOLD time series. It learns and represents
the data efficiently, taking advantage of a unique sparse decom-
position framework to produce parsimonious models that are
easy to use. Its application towards the development of better is-
chemia detection algorithms and also the simulation of imaging
scenarios when designing CP-BOLD acquisitions accelerates
the clinical translation of this truly noninvasive and repeatable
method for the assessment of ischemia.
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