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n our previous article
[15], we offered a brief
introduction to DNA
computing from a signal
processing perspective. To

assist in our presentation we also
provided a very short overview of
molecular biology and tools com-
monly used in DNA computing. In
this article we are now focusing on
the use of DNA computing for
solving digital signal processing
problems. Although digital signals
have been used as inputs in some
DNA computing applications (for
example, in databases [6], [10]),
there has not been any previous
work on applying DNA computing
principles in solving DSP problems.
This article offers a first step
towards filling this gap and thus
strengthening the ties between
biology and signal processing. We
will present one specific application
and point to several directions for
future research. By focusing our
attention to a specific domain, we
believe that new exciting applica-
tions of DNA computation can be
discovered.

We start out with a traditional
signal processing problem that we
believe can be used as a proof of
concept for DNA based DSP. In the
next section the most important
aspects of this application are subse-
quently highlighted and applied to
the implementation of DNA
databases of digital signals. Finally,
we conclude with future directions
of research, of particular interest to
the signal processing community. 

DNA Computing Applied
to the Solution of
Matching Type Problems
in Signal Processing
A number of applications in signal
and image processing require deter-
mining the similarity of either two
signals or segments of the two sig-
nals, as expressed by the shifts
required for one signal to match the
other. Among the various types of
such problems, the disparity estima-
tion problem is an example that
demonstrates the basic ideas.

Much work has been done on
matching type problems in general
[5] and disparity estimation in par-
ticular. The most often used criteria
for matching are photometric simi-
larity and spatial consistency, which
confines the search space for the dis-
placement or disparity vector. 

An additional constraint imposing
spatial consistency on the disparity
field is the ordering constraint,
according to which if pixel A is to the
left of pixel B in the left image, this
order should be preserved in the right
image by the two pixels A and B are
mapped into. What makes the dispar-
ity estimation problem particularly
challenging is the presence of occlu-
sions, i.e., parts of the objects visible
by one camera but not the other.

To reduce the complexity of dis-
parity estimation, the cameras are
usually arranged in a parallel-axis
configuration reducing to an intra-
scanline pixel-matching problem,
that is, matching of two one-dimen-
sional (1-D) signals. In most DSP
applications the available data are

corrupted by random noise com-
monly modeled as an additive and
wide sense stationary process, with
Gaussian distribution. 

The DNA composition and
aqueous-solution chemistry can be
used to solve matching type prob-
lems [13]. By correctly formulating
the disparity estimation problem, it
can in principle be solved using
DNA molecules by exploiting the
computational power of DNA
annealing [17].

The first step towards a DNA-
based solution is the coding of the
digital data into a sequence of DNA
bases. Both left and right signals
(image lines at the same vertical loca-
tion) have to be encoded in DNA.

The code-word design con-
straints listed in [15] are adequate
for most existing biocomputing
applications, for which nonspecific
hybridization is not desirable. In
contrast, nonspecific hybridization
can be very useful (and is actually
necessary) in signal processing appli-
cations, where an exact match is typ-
ically not possible due to the nature
of the signals and noise, and a
match in the mean-squared-error
(MSE) sense is desired. As presented
in [8], base mismatches affect the
thermodynamic stability of duplex-
es. By carefully placing mismatches
and assigning signal values to DNA
code words, we can inherently con-
trol the imperfect matches by
adjusting the temperature of the
hybridizations.

DNA annealing can provide a
global (optimal) solution to the
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problem of disparity estimation. We
assume that the left image line is
encoded into its DNA sequence and
synthesized (in 5′ to 3′ direction)
and the right line is encoded into
DNA but its Watson-Crick comple-
ment is synthesized (in 3 ′ to 5 ′

direction). Introducing both DNA
sequences in a solution with appro-
priate conditions will lead to anneal-
ing of parts of the sequences that
are similar to each other thus form-
ing double stranded DNA.

Nonsimilar parts will create wob-
bles or “bubbles,” due to the non-
specific hybridization. Nonsimilar
intensity values will represent non-
matching regions, which were earlier
defined as occlusions. An illustrative
example is shown in Figure 1. By
carefully designing the mapping of
signal values to DNA molecules,
their annealing can be a powerful
tool towards the extraction of dispar-
ity information. The elasticity of
macromolecules provides an excel-
lent mechanism for implementing
the ordering and smoothness con-
straints of disparity estimation theo-
ry. Globally optimal solutions can
therefore be obtained using DNA. 

Measuring the length and posi-
tion of each bubble in both the 5′

to 3′ and 3′ to 5′ directions will
result in the sought after disparity
estimates. Laboratory application of
the above idea will result in many

formations, similar to the ones in
Figure 1. By applying nondenatural-
izing gel electrophoresis we can
retrieve the formation that has the
highest percentage of double
stranded sections (smaller mobility
compared to other formations with
smaller percentage), which repre-
sents the optimal solution.
However, measuring the position
and length of the bubbles in the
formation does not seem to be real-
izable with any of the currently
available laboratory techniques. To
provide a proof of concept and
overcome the current limitations
that make the use of the previous
optimal approach impractical, a
polymerase chain reaction (PCR)
procedure combined with gel elec-
trophoresis was proposed to provide
a solution to the problem of dispari-
ty estimation [13], [14]. 

We denote by TM (xl , wC
l ) the

melting temperature of the duplex
formed by two DNA sequences, xl
in the 5′ to 3′ direction and wC

l , the
Watson Crick complement of w l, in
the 3′ to 5′ direction. If we consider
two signal values px , pw with corre-
sponding DNA representations
xl = C (px ) and w l = C(pw), where
C (···) is the function of code-word
assignment, they will have melting
temperature TM (xl , wC

l ). Ideally we
want to design the DNA code words
in such a way that the melting tem-

perature  between DNA code words
is inversely proportional to the absolute
difference between the encoded sig-
nal values. In the case when
px = pw , TM (xl , wC

l ) must be maxi-
mized. This will enable us to allow a
desirable number of nonspecific
hybridizations by controlling the
temperature of the experiment. 

To accomplish this, we have
introduced a new constraint, the
noise (or inexact match) tolerance
constraint (NTC) that addresses the
problem of assigning DNA code
words to neighboring signal values
[13], [14]. According to this con-
straint, duplexes formed by code
words assigned to neighboring sig-
nal values must have (similar) high
melting temperatures, while duplex-
es outside this neighborhood must
have melting temperatures lower
than a threshold T. That is,

for xl = C (px ) and wl = C (pw)

TM
(
xl , wC

l

)

=



maximum if px = pw
∝ 1

f (|px − pw |) if |px − pw| ≤ Tp

<T if |px − pw| > Tp

where f (x ) represents a monotoni-
cally increasing function of x, which
needs to be specified by the design-
er along with the values of the
parameters Tp and T. 

The threshold Tp is very critical
for the noise tolerance of the algo-
rithm. Essentially this threshold is
proportional to the variance of the
noise, i.e., for low SNRs a relatively
larger Tp is desired. The thresholds
T and Tp are not independent of
each other; T must be set to be con-
siderably smaller than all melting
temperatures calculated for pixel
values that satisfy |px − pw| ≤ Tp ,
that is T � 1/ f (Tp).

We have developed [13], [14]
various algorithms for designing
code words that satisfy the NTC.
An example of the application of

▲ 1. Example of annealing between two DNA sequences that encode the corresponding
left (L) and right (R) image lines. Matching parts will anneal and lead to double stranded
formations while nonsimilar parts will result in the formation of wobbles or “bubbles.”
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one of the algorithms (a greedy
generation and random test algo-
rithm) is shown in Figure 2(a) and
(b). The parameters we used for
the NTC were TP = 3 and
T = 15. In addition the consecu-
tive bases constraint RB (xl ) ≤ 2
and GC content constraint of 50%
were satisfied (for a description of
these constraints please see [15]).
In calculating the melting temper-
ature the thermodynamic models
and parameters of [8] and [11]
were used. One solution we
obtained consists of 128 code
words of length ten, thus enabling
the representation of 7-b samples.
The melting matrix for these 128
code words is shown in Figure
2(a). In this figure, two lines are
plotted in TP distance parallel to
the main diagonal. These lines
show the significance of TP : all
a l lowed melt ing temperatures
must be in the region defined by
these lines. In Figure 2(b) the
Hamming distance between the
code words is shown. It is clear
that the Hamming distance alone
is not an adequate constraint.

Building and Managing
Large Scale DNA Databases
of Digital Signals
As mentioned above, current labora-
tory techniques do not allow the use
of DNA for obtaining optimal solu-
tions to the disparity estimation prob-
lem. The tedious sequential use of
PCR experiments provides a proof of
concept but is not adequate and does
not provide any significant advantage
with respect to computations over
computer approaches. However,
DNA databases may offer a direct
application of NTC that is not limited
by current laboratory techniques.

Using DNA to build databases
and memories has long been envi-
sioned and numerous approaches
have been proposed. The scope of
this section is not to review in detail
all such efforts but to provide the
basic ideas in constructing and man-
aging DNA databases and to illus-
trate how NTC can be used in a
very basic DNA database implemen-
tation. From the plethora of articles
in the area, we briefly mention the
following two as an example, due to
their use of digital images as data.

Reif et al. [10] presented a DNA
database capable of storing images.
By using a vector quantization (VQ)
construction of the DNA indices
[9], searches within the database
can be performed. Error-correction
principles from telecommunication
engineering were also used to
improve the performance of their
system. Mills et al. [6] introduced a
model of an analog neural network
represented by chemical operations
performed on strands of DNA. The
proposed chemical operations
formed the DNA equivalent of an
analog vector computation algebra.
They also provided a particular set
of DNA operations to achieve the
inter-conversion of electrical and
DNA data and to represent a
Hopfield associative memory capa-
ble of storing images.

In principle DNA database ele-
ments can either consist of an index
and data part or and index and data
part captioned between two fixed
sequences (primer sites). All parts
represent double stranded DNA and
their specific form depends on the
application. By adding specific

▲ 2. (a) Melting matrix of the designed 128 code words. Melting temperatures under 15 °C have been omitted. The color bar gives the
correspondence between color and temperature. (b) Hamming distance between the 128 code words.
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primer sites, an inexpensive database
replication mechanism can be
implemented using a PCR proce-
dure with primers that will bind to
the specified sites.

To illustrate the application of
NTC to DNA databases consider
the scenario where a collection of
audio signals is desired to be stored
in a DNA database. The audio sig-
nals are encoded with an 8-b level
representation. An index-data
approach can provide a way to iden-
tify the various sequences using the
index tag. The collection of the sig-
nals is encoded in DNA sequences
and random index sequences are
attached. The collection of
sequences is synthesized and kept in
a storage medium. For long-term
storage, freeze-dried approaches are
a possibility, and recently, even the
use of living organisms has been
suggested [2] with the risk of intro-
ducing errors due to mutations.

Let us now assume that we want
to find if a certain sequence (query)
of digital data exists in the database.
A query strand is therefore synthe-
sized based on the query. A sample
of the solution containing the
database will be heated for the dou-
ble stranded elements to melt and
the query strand will be added. The
solution will be cooled down to
allow hybridization between a
database element (single stranded)
and the query strand. The detection
of the hybridization event can be
verified, using one of several spectro-
scopic techniques, i.e., fluorescent
labels attached to the query strand.
In this case, a change in the fluores-
cent response will indicate success.

If, in addition, we want to know
in which element the match was
found, affinity purification can sepa-
rate the strands that had a match.
De-naturation and solution wash will
result in a solution of elements for
which a match was found. Assuming
the existence of a DNA chip
(microarray) that has all the indices

installed, placing a sample of the
washed solution onto the chip will
return the index. Further processing
can even return the position of the
match. For example, for the elements
where a match was found, a PCR
step using as primer the query strand
followed by gel electrophoresis can
result in the desired position. 

The design of the indices is quite
important. Instead of being
assigned at random, they can be
smartly designed to carry informa-
tion about the data, such as, a
sequence ID, the used sampling rate
or the length of the data segment.
The index tags should be complete-
ly different from the data to
improve the fidelity of the system.
Such specificity is feasible, and it
falls in the illegal code constraint
category described in [15].

If the code-word sets were devel-
oped to satisfy the NTC, inexact
matches (matches in the MSE-
sense) of the query strands with the
data will be allowed. 

Although the procedure described
above is tedious and low in through-
put, variations and addition of new
technologies such as high-density
microarrays [7] and high throughput
sequencing technologies can
improve the yield of the system. 

Using DNA to store digital sig-
nals or data in general offers signifi-
cant advantages when compared to
other media. The DNA molecule,
especially in its double stranded
form, is very stable, compact, and
inexpensive. PCR is an economical
and efficient way to replicate
databases. Querying the database
can be implemented with a plethora
of techniques. Given a query
molecule, DNA annealing provides
a very efficient way to search for
similar molecules in the database
compared to digital databases. In
digital databases the query time
increases proportionally to an
increase in the size of the database.
However, in DNA databases when

annealing is used as a search mecha-
nism, the querying time is not
dependent on the size of the
database. This is because DNA
kinetics are dependent on relative
concentrations and not on the num-
ber of different molecules. 

Future Directions
Bioinformatics research and compu-
tational biology can potentially bene-
fit considerably from the application
of signal processing techniques and
vice versa. Chen et al. [3] provided a
very comprehensive presentation of
such potential benefits. 

Cook et al. [4] provided an essay
on the self-assembling computation
of the Sierpiński triangle, a triangu-
lar fractal pattern named after
Waclaw Sierpiński. In their paper
they also described the correlation
between the Sierpiński triangle and
the binary version of wavelet and
Fourier transforms, as well as, the
Hadamard transform. Specifically, it
is stated that the above have self-
similar matrices closely related to the
Sierpiński triangle. Self-assembly and
tiling can also be used to study
Markov fields which have been
extensively used in image processing.
In the future, one can imagine a self-
assembly approach to image process-
ing following similar principles. 

We saw earlier that error correc-
tion and VQ methods can be used to
improve the fidelity of molecular pro-
cesses. Among the first to examine
their application to DNA computing
was Wood [18]. In some cases code-
word design for molecular comput-
ing has similar properties to
communication over noisy channels.
The frame shift problem in DNA
computing is very similar to the bit
erasure problem most commonly seen
in quantum and optical channels.
Signal processing principles can be
directly applied to develop such code-
word sets or to develop new error
correcting codes more suitable for
molecular computing applications.
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Digital signals are an integral part
of modern technologies, and there
is a growing need for their efficient
storage. In the previous section we
addressed the problem of designing
DNA databases of digital content.
The efficient storage and retrieval of
the data are open problems. They
are currently in their embryonic
state, far from perfection. 

As is well known, the building
blocks of a DSP processor are addi-
tion, multiplication, and buffering or
delay. One can envision the possibili-
ty of designing molecular circuits
that behave like digital filters.
Molecular circuits are part of
nanoscale research but can be seen as
DNA computing devices to some
extent. Various research groups have
demonstrated molecular circuits that
behave like transistors [1] and adders
[12], [16] and illustrate the future in
which, complex molecular circuits
acting as digital filters are realizable. 

Conclusions
As an illustration of how DNA com-
puting can be applied to DSP, a
matching type of problem was con-
sidered. DNA-based DSP requires
new code-word designs that can
account for imperfect matches and
the presence of noise. Towards this
end, the NTC was presented and
the benefits of its use were analyzed.
DNA databases of digital signal data
were presented as an immediate
application of the NTC. The bene-
fits of using DNA to store digital
data, especially signals, include:
information compactness, economi-
cal database replication, efficient
query mechanisms, and query time
that is independent of database size.
All of the above make DNA an
excellent candidate for storage com-
pared to traditional magnetic or
optical approaches.

A secondary goal of this article was
to offer to the signal processing com-
munity future directions in a new
unexplored area of research and to

add another research domain to the
biocomputing community. Although
the technology today is limited and
the idea of re-educating the engineer
in biology seems scary, we hope that
this publication will inspire new sci-
entists and lead to the foundation of
a new discipline, that of DNA-based
digital signal processing.
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