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Abstract—In recent years, joint source-channel coding for
multimedia communications has gained increased popularity.
However, very limited work has been conducted to address the
problem of joint source-channel coding for object-based video.
In this paper, we propose a data hiding scheme that improves
the error resilience of object-based video by adaptively embed-
ding the shape and motion information into the texture data.
Within a rate-distortion theoretical framework, the source coding,
channel coding, data embedding, and decoder error concealment
are jointly optimized based on knowledge of the transmission
channel conditions. Our goal is to achieve the best video quality
as expressed by the minimum total expected distortion. The
optimization problem is solved using Lagrangian relaxation and
dynamic programming. The performance of the proposed scheme
is tested using simulations of a Rayleigh-fading wireless channel,
and the algorithm is implemented based on the MPEG-4 veri-
fication model. Experimental results indicate that the proposed
hybrid source-channel coding scheme significantly outperforms
methods without data hiding or unequal error protection.

Index Terms—Data embedding, data hiding, joint source-
channel coding, MPEG-4 standard, object-based video, rate-
distortion, unequal error protection (UEP), video coding, video
communications, wireless channel.

I. INTRODUCTION

WIRELESS video communication requires advanced
video compression techniques due to the limitations of

wireless channels. Predictive coding and variable length coding
in compression techniques make the coded bitstream very sen-
sitive to channel errors. Automatic repeat request (ARQ) and
forward error control coding (FEC) are two major error resilient
approaches [1] used by the encoder or sender. However, for
real-time video communication, ARQ is not always feasible due
to the intolerable delay in retransmission. In this paper, we con-
sider the application of FEC coupled with data hiding to improve
the performance of wireless transmissions of object based video.

In recent years, the increasing demand for multimedia appli-
cations such as networked video games and interactive digital
TV, indicates a growing interest in content-based interactivity.
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MPEG-4 [2], [3] has become the first international multimedia
communication standard to enable content-based interactivity
by supporting object-based video coding. According to the spec-
ification the video data are composed of shape, motion, and
texture information, which have completely different stochastic
characteristics and bit rate allocation. A rate-distortion optimal
source-coding scheme was proposed recently for solving the
bit allocation problem in object-based video coding [4]. The
experimental results indicate that for certain applications, the
shape may have a stronger impact on the reconstructed video
quality than texture. This result directly motivates the unequal
protection of the shape and texture components of the video ob-
jects in video encoding and transmission. Unequal protection
implies that the important data are 1) given higher priority in
allocating bits during source coding, 2) encoded with more re-
dundancy during channel coding, and 3) given higher priority
during transmission (for example, it utilizes better quality of ser-
vice channel in a DiffServ setting, or is allocated higher trans-
mission power [5]). In [6]–[9], unequal error protection (UEP)
has been applied to the transmission of MPEG-4 compressed
video bit streams over error-prone wireless channels. However,
these results are based on pre-encoded video and have not con-
sidered video with arbitrarily shaped video objects. So far, joint
source-channel coding for object-based video is still an unex-
plored research area, and very limited work has been reported.

Another class of error resilient source coding methods that
enables the decoder to conceal errors upon their detection is
data hiding (or data embedding) [10], [11]. Redundant informa-
tion of important features, such as edge information and motion
vectors, is embedded into the coded bitstream for future error
concealment purposes [12]–[21]. In [14], redundant informa-
tion for protecting the motion vectors and coding modes of the
current frame is embedded into the motion vectors of the next
frame. Although this approach degenerated the coding perfor-
mance of half-pixel motion compensation back to integer-pixel
motion compensation, the overall performance gain is signifi-
cant because the embedded information can effectively help the
decoder recover the motion vectors of the corrupted group of
blocks (GOB) and conceal the missing blocks. In [20] and [21],
the edge information for an I-frame, the motion vectors, the
index of the reference frame, the coding modes, and the error
concealment strategy information for P-frames were embedded
in the coded bitstream, and the distortion caused by data em-
bedding, quantization, and packet loss during transmission were
jointly considered in optimizing the source coding parameters.
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Fig. 1. General data hiding scheme.

Certain efforts on joint channel coding and data hiding have
been previously proposed [22]. Such efforts, however, did not
consider the optimization over the source coding parameters and
the use of adaptive data hiding. On the other hand, joint source-
channel coding efforts can be found in literature [23]–[25] that
jointly optimize the parameters of separate source and channel
coders. However none of them consider data hiding in the frame-
work as an effective error resilient enhancement.

The major contributions of this paper are threefold. First,
we propose a novel and general rate-distortion optimal source-
channel coding scheme for object-based video communications.
The expected distortion seen at the decoder is accurately esti-
mated at the encoder knowing the error concealment strategy
employed by the decoder. The parameters in source and channel
coding are jointly optimized. Second, a hybrid UEP approach
that protects shape and texture differently in both source and
channel coding is introduced. Third, data hiding is added in the
joint source-channel coding framework. Overall source/channel
coding and data hiding are jointly optimized using an efficient
and optimal algorithm.

The rest of the paper is organized as follows. Section II
provides an overview of data hiding techniques used in video
coding. In Section III, the problem of joint source-channel
coding for object-based video communications is formulated.
Section IV provides the optimal solution to the problem using
Lagrangian relaxation and dynamic programming and analyt-
ical derivations of expected distortion estimation approaches.
Section V presents experimental results and we draw conclu-
sions in the last section.

II. DATA HIDING FOR VIDEO ENCODING

A. General Overview

Data hiding [10], [11] has been widely used in a number of
applications. In copyright protection or authentication applica-
tions [26]–[29], a specific signature information, called the wa-
termark, is (invisibly) hidden, by the owners, inside a host image
or video data source before distribution of the media. Later, the
signature can be retrieved from a distributed image or video
product to prove its ownerhsip or authenticity. In secure trans-
mission applications [30], the secure data (for example, control
information) are embedded inside the regular data to be trans-
mitted in a standardized and open form, or over an insecure or
readily available medium, such as the Internet, allowing only
those authorized at the receiver side to retrieve the additional
hidden information. An interesting feature of a certain type of
data hiding schemes is the ability of retrieval of the hidden in-
formation without the original host.

A general data hiding scheme is shown in Fig. 1. At the sender
side, a message , optionally encrypted using a key , is em-

bedded in the host signal sequence to form a signal sequence
which is transmitted over a noisy channel. The signal could

be corrupted and become at the receiver. The decoder extracts
the estimated embedded signal . This process may require the
signal , and the key . In error recovery and similar applica-
tions, we should note that a) the key may not be necessary,
b) can be correlated to, or a subset of, and c) at the receiver
side the signal is reconstructed from the signals and .

There are two popular data embedding and extracting ap-
proaches, spread spectrum [27], [31], and auantization index
modulation (QIM)[32]. In spread spectrum techniques, the data
to be embedded is spread over the spectrum of the host data so
that the embedded energy for each host frequency bin is neg-
ligible, thus making the embedded data imperceptible. At the
receiver side, a correlation-based detection method is usually
used.

In our implementation, we use a special case of QIM, the
odd-even method [33]. The host data are the quantized DCT
coefficients of a frame. In odd-even embedding, the data are
embedded in the non-zero quantized AC coefficients. If a bit to
be embedded is “0,” the quantized AC coefficient is changed to
an even number; otherwise, the AC coefficient is changed to an
odd number. The data embedding and extraction schemes can
be represented by

if and
if and
otherwise

(1)

and (2)

where and are, respectively, the original and received th
AC coefficients, is the embedded bit, is the message bit
at the receiver side, and is an index of the message bit in
message . The output of the mod operations in (1) and (2) is
either 0 or 1.

Due to the simplicity of embedding and decoding, the odd-
even method can be deployed easily. In addition, although there
exist spread spectrum methods with high capacity [34], the odd-
even method offers high message capacity with less complexity
and increased flexibility [35]. Flexibility is important because
it enables the encoder to adaptively decide how much informa-
tion to embed in each block. On the other hand, spread spec-
trum approaches are more robust to signal alterations (modifi-
cations) and various attacks aiming in removing the message
or rendering it undetectable. Such robustness although neces-
sary for a copyright protection application and useful in error
recovery applications, we consider the traits of odd-even em-
bedding more suited for our application.

B. Hiding Shape/Motion in Texture for MPEG-4 Video

In MPEG-4, a data partitioned packetization scheme is ap-
plied to increase error resilience. In this scheme, the shape/
motion and texture data are packed in the same packet (see
Fig. 2) but are separated by a motion marker. Given a safe re-
ception of shape and motion data and an error in the texture
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Fig. 2. Simplified MPEG-4 data partitioned syntax for P-VOPs. (a) PSNR =

39.91 dB. (b) PSNR = 37.31 dB, Rate = 5758 bits. (c) PSNR = 23.08 dB.

TABLE I
INFORMATION TO BE EMBEDDED INTO TEXTURE DATA

data partition, this partitioning allows for the concealment of
the corrupted texture using the available motion vector. How-
ever, since the decoding of the texture partition relies on infor-
mation stored in the shape/motion partition, such as the texture
motion vector, the texture coding mode, and the shape binary
alpha block (BAB) coding type, the whole packet will be dis-
carded when the shape data is corrupted, even if the texture data
is uncorrupted. Readers are referred to [2] and [3] for more de-
tailed information about MPEG-4 video coding.

In this work, we embed shape and motion information into
the texture data to make it self-decodable. Thus, the texture data
can be used even if the shape partition is corrupted. In addition,
the embedded shape and motion data could help to partially re-
cover the lost shape and motion paritition. The data proposed
to be embedded are shown in Table I, among which are shape
BAB type, COD (a 1-bit flag which signals if a macroblock is
coded or not), texture coding mode, and coded block pattern for
chorminance (CBPC) are critical for the decoding of texture.
The integer motion vectors in the range , and a lossy
version of the shape (using a lower-resolution of 4 4 bitmap
to represent the original 16 16 BAB) can also be potentially
embedded.

The exact determination of the amount of embedded infor-
mation is a critical factor, since over-embedding could bring
intolerable texture distortion. Clearly, the embedding capacity
is dependent on the number of non-zero quantized DCT coeffi-
cients. To efficiently and adaptively allocate the embedded data
within limited coefficient locations, we propose five levels of
embedding modes, that is: (0) no embedding; (1) embed crit-
ical information only; (2) embed critical information and mo-
tion vectors; (3) embed critical information and lossy shape;
(4) embed critical information, motion vectors, and lossy shape.
The embedding mode itself is also embedded. When the number
of non-zero quantized DCT coefficients is zero, the decoder au-
tomatically determines that there is no embedded information.
It is important to emphasize that the selection of embedding
modes is optimally determined based on the source coding pa-
rameters, the channel coding parameters, as well as the channel
conditions and the error concealment strategy.

In the following, we demonstrate the advantage of the scheme
of “hiding shape/motion in texture” with a simple example

Fig. 3. Reconstructed frames of the “Children” sequence (a) corresponds to the
fifteenth framel; (b) and (c) correspond to the sixteenth frame. In (c), the shape
of the third packet is corrupted and concealed. (a) PSNR = 37.25 dB, Rate=
5860. (b) PSNR = 23.35 dB. (c) PSNR = 37.23 dB, Rate= 5794. (d) PSNR =

23.08 dB. (e) PSNR = 37.19 dB, Rate= 5832. (f) PSNR = 25.54 dB.

Fig. 4. Example of reconstructing the sixteenth frame of the “Children” se-
quence using data hiding [(a) and (b), (c) and (d), and (e) and (f) correspond to
the case of using data embedding level 2, 3, and 4, respectively]. (a), (c), and (e):
No packet corruption has occurred; (b), (d), and (f): the shape partition of the
third packet is corrupted and then concealed. (a) R-D curve when BER = 10 .
(b) R-D curve when BER = 10 .

shown in Figs. 3 and 4. For our comparisons, we have used
the PSNR metric between the original sequence and the re-
constructed sequence at the receiver. We encode the “Children
sequence” and consider its transmission over a noisy wireless
channel. In Figs. 3(a) and 3(b), frames 15 and 16 are shown,
respectively. During transmission, the shape partition of the
third packet (third row of macroblocks) of the sixteenth frame
is corrupted, and thus the whole packet is discarded. A common
concealment strategy is used to recover the lost packet using the
motion vectors of the above macroblocks to get predictive data
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from the previous frame [shown in Fig. 3(c)]. The proposed
data hiding scheme is used with embedding levels 2, 3, and 4,
the results of which are shown in Fig. 4(a)–(f), respectively.
Clearly, the embedding of shape and motion information only
slightly increases the bit rate and causes a very slight reduction
in texture quality. However, the embedded information is very
helpful in improving the quality of the concealed image. After
the embedded lossy shape is extracted and used to recover the
lost shape, the PSNR of the reconstructed image is increased
by up to 2.5 dB.

III. PROBLEM FORMULATION

In this paper, we jointly consider source coding, channel
coding, data embedding, and error concealment within a rate-
distortion optimization framework. By selecting source and
channel coding parameters and the level of data embedding,
our goal is to minimize the total expected distortion given the
frame bit budget, which can also be represented by

(3)

where is the expected total distortion for the frame,
is the actual total bit rate (including source and channel coding
rate) for the frame, and is the bit budget for the frame.

A. System Model

We consider an MPEG-4 compliant object-based video appli-
cation, where the data hiding approach described in Section II-B
is applied. During encoding, the video object plane (VOP) is di-
vided into 16 16 macro blocks, which are numbered in scan
line order and divided into packets. In our implementation each
packet consists of a row of data and is independently decodable.
Each packet contains the shape and texture partitions uniquely
separated. This guarantees that an error might only affect the
decoding of a single partition/packet. The amount of errors that
can be detected and corrected depends on the deployed FEC. We
assume that a partition within a packet will be either received
correctly or discarded due to uncorrectable errors. Let be the
number of packets in the given frame and the packet index.
For each macroblock, both shape coding parameters and texture
coding parameters are specified. We use and to denote
the shape and texture coding parameters for all the macrobocks
in the th packet, and and the corresponding
total number of bits used to encode these partitions. Let us de-
note by the embedding level for the th packet (shape in here
is used to include critical information, motion vectors, and lossy
shape as mentioned is the previous section), and
the total number of bits used to encode the texture partition in the
th packet. As mentioned in Section II-B, is selected from the

set , and if , then ,
since only one bit is embedded in the original packet to specify
that shape/motion data is not embedded.

B. Channel Model

In wireless channels, harsh conditions are often present with
very high bit error rates (BER) in the order of to [6].
Thus, channel coding is required to bring the aggregate BER

down to a level where error resilient tools at the decoder can be
effective. In this work, we apply channel coding separately on
the shape and texture partitions. Let us denote by and ,
respectively, the channel code rate (the ratio of source bit-rate to
total bit-rate) for shape and texture for the th packet. The total
bit rate then for the frame can be represented by

(4)

We assume that burst errors can be converted into random errors
with pre-interleaving [36]. Let us denote by the probability
of corruption of the th shape data partition, and by the prob-
ability of corruption of the th texture partition. Then

and

(5)

where is the BER at the decoder, which is usually smaller
than the channel bit error rate. It can be seen from (5) that the
value of depends on and in a way that either
an increase of the source coding bit rate or an increase of the
channel coding bit rate (smaller ) will increase the proba-
bility of the partition error.

C. Expected Distortion

Due to the stochastic channel, the distortion at the receiver is
a random variable. Let represent the expected distortion
at the receiver for the th packet. We have

(6)

where is the expected distortion for the th packet
if both shape and texture partitions are received correctly,

is the expected distortion if the texture partition is
corrupted, is the expected distortion if the shape
partition is corrupted, and is the expected distortion if
both partitions are corrupted. Clearly, depends on the
source coding and data embedding parameters for the packet
only, while , and may also depend
on the concealment strategy used at the decoder. It is expected
that any data hiding scheme will introduce distortion since
signal coefficients are altered. The amount of distortion caused
by data hiding is directly dependent on the embedded level
determined by the optimization process.

Note that the problem formulation and solution approach pre-
sented in this paper are general. Therefore, the techniques de-
veloped here are applicable to various concealment strategies
used by the decoder. We assume that the channel conditions
(as expressed by and ) and the concealment strategy are
known at the transmitter. In our experimental results, we use the
expected mean-squared error (MSE) as distortion metric, as is
commonly done in the literature [37].
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Based on our previous discussion the overall optimization
problem (3) can be rewritten as

(7)

IV. PROPOSED SOLUTION

In this section, we present an optimal solution for the
optimization problem expressed in (7). We use the Lagrange
multiplier method to relax the bit budget constraint. The relaxed
problem can then be solved using the shortest path algorithm.
We also study the expected distortion estimation problem with
an in-depth analysis based on a popular error concealment
strategy at the decoder side.

A. Optimal Solution

The Lagrangian relaxation method leads to a convex hull
approximation of the constrained problem (7). Let be
the set of all possible decision vectors for the th packet

, where . We first
define a Lagrangian cost function

(8)

where is the Lagrange multiplier. If there exists a such
that leads to , then

is also an optimal solution to (7) [38], [39]. Therefore, the
task of solving (7) is equivalent to the easier task of finding the
optimal solution to the unconstrained problem that minimizes
the cost function and choosing the appropriate Lagrange
multiplier to satisfy the constraint.

Most decoder concealment strategies introduce dependencies
between packets. For example, if the concealment algorithm
uses the motion vector of the macroblock above to conceal the
lost macroblock, then it would cause the calculation of the ex-
pected distortion of the current packet to depend on its pre-
vious packet. Without loss of generality, we assume that due
to the concealment strategy, the current packet will depend on
its previous packets . To implement the algorithm
for solving the optimization problem, we define a cost func-
tion , which represents the minimum total bit
rate and distortion up to and including the th packet, given
that are decision vectors for the th to th
packets. Therefore, represents the minimum
total bitrate and distortion for all the packets of the frame, and
thus

(9)

The key observation for deriving an efficient algorithm is the
fact that given decision vectors for
the st to st packets, and the cost function

, the selection of the next decision
vector is independent of the selection of the previous deci-
sion vectors . This means that the cost func-
tion can be expressed recursively as

(10)

The recursive representation of the cost function above makes
the future step of the optimization process independent from its
past step, which is the foundation of dynamic programming.

The problem can be converted into a graph theory problem
of finding the shortest path in a directed acyclic graph (DAG)
[39]. The computational complexity of the algorithm is

(where is the cardinality of ), which depends di-
rectly on the value of . For most cases, is a small number, so
the algorithm is much more efficient than an exhaustive search
algorithm with exponential computational complexity.

At the transmitter, the additional computational complexity
due to data hiding can be attributed to the increased number
of possible decision vectors (or the size of ). This is
expected since the adaptive data hiding technique provides
more choices for its component . However, the additional
cost is not major for most cases where is a small number. At
the decoder side the computational overhead attributed to data
hiding is minimal since only modulo arithmetic is needed to
extract the hidden information.

B. Expected Distortion Estimation

As mentioned in the previous section, the techniques devel-
oped here can be applied to various error concealment strate-
gies used by the decoder. In order to analyze the calculation
of expected distortion in depth and to derive a practical formu-
lation for the distortion estimation, as an example, we take a
commonly used error concealment strategy, which provides suf-
ficient information for distortion estimation based on another
specific error concealment strategy.

The example error concealment strategy is described as
follows.

1) If both shape and texture partitions are corrupted, then the
decoder uses the motion vector of the neighboring mac-
roblock above the current one as the concealment motion
vector. If the concealment motion vector is not available,
e.g., if the above macroblock is also lost, then the decoder
uses a zero motion vector for concealment.

2) If only the shape partition is corrupted, then the decoder
checks if enough shape and motion information is em-
bedded inside the texture. If so, then both shape and texture
can be recovered; otherwise, if not enough shape informa-
tion is available, the shape has to be concealed using the
motion vector of its neighbor macroblock above, as in (1);
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if the embedded motion information is not available, then
the texture has to be concealed as in (1).

3) If only the texture partition is corrupted, then the texture is
recovered using the motion vector embedded in the shape
partition.

In object-based video communications, video objects are
compressed and transmitted separately. At the receiver, the
decoder has the flexibility to decide how to combine the video
objects in order to compose the VOP. To evaluate the distortion
introduced by a video object, we assume that the transmitter has
knowledge of the background VOP on which the transmitted
video object will be composed at the receiver. Otherwise, a
default background VOP will be used. Therefore, the distortion
is calculated as the total intensity error of the composed frame.

We first define some necessary symbols and then present the
equations required to compute the expected distortion. Let us
denote by the expected distortion at the receiver at the th
pixel in the VOP, and the total number of pixels in the packet.
Let us denote by the original value of pixel in VOP its
reconstructed value at the decoder, ( for transparent
or 1 for opaque block—in this work we considered only binary
shape) and the corresponding shape and texture components
of and the corresponding shape and texture compo-
nents of , and the background pixel value at the same po-
sition. Clearly

and

(11)

The expected distortion for the th packet, if the expected MSE
is used as the objective distortion metric, can be calculated by
summing up the expected distortion of all the pixels in the packet

(12)

where

(13)

To calculate in (13), the first and second moments of the
reconstructed shape and texture intensity value for the th pixel
are needed, which can be derived in a similar fashion to the one

presented in [40], [41]. In the following paragraph, we demon-
strate how the first moment can be recursively calculated in time.
We consider four cases

(14)

(15)

(16)

(17)

[see (18), shown at the bottom of the next page], where shape is
intracoded in (14) and (15), and intercoded in (16) and (17); tex-
ture is intracoded in (14) and (16), and intercoded in (15) and
(17); and are the encoder reconstructed shape and tex-
ture of the th pixel, and is the encoder reconstructed shape
from the embedded information in the texture. Pixel in frame

is predicted by pixel in frame if the motion vector is
available, otherwise it is predicted by pixel if the concealment
motion vector is available. Therefore, in (15) and (17), when the
texture is intercoded, the reconstructed residual is equal to

. The subscript and of , and in
(14)–(18) are used to distinguish shape from texture, because
the motion vector or concealment motion vector of shape could
be different from that of the texture. Clearly, each of the equa-
tions (14)–(17) is a summation of the product of possible values
of and their corresponding probabilities. For example, in
(15), the first product term in the expression for the expectation
of represents the case when both shape and texture data
are received correctly at the decoder. Here, the expected value
is because the value of the predicted texture
data from the previous frame is unknown and, therefore,
modeled as a random variable by the encoder. Readers inter-
ested in the fundamental theory of recursive optimal pixel-based
(ROPE) distortion estimation are referred to [37]. The multipli-
cand present in the third product term of equations (14)–(17)
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is defined in (18). It represents the case when the shape partition
is corrupted but the texture partition is received, therefore the
shape/motion data are recovered by the embedded information
in the received texture data. In (18), all possible combinations of
the embedding levels and texture coding modes are considered.
Therefore, for , no shape/motion informa-
tion is embedded and thus both shape and texture are concealed
using the motion vectors of the above neighboring macroblock.
On the other hand, for and intercoded
texture, the shape data can be reconstructed and the texture data
can be concealed by the motion vectors extracted from the em-
bedded data.

Computing in (15)–(17) depends on the computation
of and , which are calculated recursively as follows:

(19)

(20)

(21)

(22)

[see (23), shown at the bottom of the page], where shape and
texture are intracoded in (19) and (20), and intercoded in (21)
and (22). The second moment can be computed in a similar way.

V. EXPERIMENTAL RESULTS

In this section, experiments are designed to demonstrate the
advantages of using data hiding coupled with the hybrid scheme
of joint source coding and channel coding. Our simulations are
based on MPEG-4 VM18.0 [2]. The available intramode quan-
tizers are of step size 2, 4, 6, 8, 10, 14, 18, 24, and 30, and the
available Intermode quantizers are of step size 1, 3, 7, 11, 15, 19,
25, and 31. The texture component of each macroblock can be
coded as intra- or intermode. The shape can be coded as trans-
parent, opaque, or boundary mode. For each boundary BAB, the
scan type and resolution (conversion ratio of 1, 1/2, or 1/4) are
also selected. The intermode shape coding has not been consid-
ered here because it violates the assumption that each packet
is independently decodable [3]. We assume that the first frame
in the sequence is coded as intramode with a quantization step
size of 6 and that enough protection is used so that it arrives
correctly at the decoder. This assumption makes the initial con-
ditions identical for all the experiments.

In the first set of experiments, we test the advantages of
using adaptive data hiding scheme in source coding. We encode
the first 80 frames of the “Children” sequence and transmit
them (without channel coding) over the wireless channels with
BER and BER . The two approaches, one with
adaptive data hiding and one without, are compared in Fig. 5. In
both approaches, the source coding is optimized. As expected,
the method with adaptive data hiding outperformed the other
one. From the figures can be seen that the method using adap-
tive data hiding starts to gain after the bit rate exceeds a certain
value, for example when rate in Fig. 5(a). In other
words, when the bit rate is very low, the two approaches have

(18)

(23)
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Fig. 5. Comparing the performance of the propose methods with and without
data hiding.

the same performance. This is expected since the texture data
are coded in a very coarse quality, which brings the number
of non-zero DCT coefficients below the number needed for
the first embedding level. When the bit rate increases, there is
more room in the DCT coefficients for embedding, and this is
where the benefits of data hiding start to appear. Moreover, the
figures indicate that the gain of using adaptive data hiding gets
smaller when a better channel (smaller BER), is used. This is
reasonable because the gain of using data hiding mainly comes
from the ability to recover shape. However, when the BER
of the channel decreases, the probability of a corrupted shape
partition also decreases, thus the gain decreases. In Fig. 6, the
distribution of packets of the frames in each embedding level
for two selected points in Fig. 5(a) is shown. We find that the
point corresponding to the lower bit rate (point 1) allocates
more packets in embedding level 0 (which corresponds to no
embedding) than the other point (point 2), while allocates less
packets in embedding level 1 and level 2. This proves our major

Fig. 6. Distribution of packets in each embedding level for two nodes in
Fig. 5(a). (a) SNR = 6 dB. (b) SNR = 10 dB.

argument that bit budget permitting, data embedding is another
effective way to help improve the reconstructed video quality in
addition to source coding mode selection. However, the above
observation should not be interpreted that, the more embed-
ding the better, since more embedding could introduce higher
distortion to the texture data. As we pointed out previously,
the relationship among source bit rate, distortion, and data em-
bedding is rather complicated. The distortion fundamentally is
caused by compression and transmission. When the source bit
rate increases, the distortion caused by compression decreases.
As the probability of partition error increases, directly causes
an increase in transmission errors. In addition, an increase of
source bit rate could provide more room for data embedding,
which generally decreases the transmission error but increases
the compression error. This complicated relationship indirectly
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TABLE II
PERFORMANCE OF RCPC (IN BER) OVER A RAYLEIGH

FADING CHANNEL WITH INTERLEAVINS

proves the importance of our proposed optimal scheme. By dy-
namically adjusting the parameters in coding and embedding,
the optimization procedure finds the best solution to minimize
a target function (or distortion).

In the second set of experiments, we consider the advantage
of joint source-channel coding. We compare three approaches,
namely, 1) an equal error protection (EEP) method, where the
shape and texture partition within a packet are equally protected
(by channel coding) but different packets are allowed to be
unequally protected; 2) an UEP method, where the shape and
texture partitions are unequally protected by channel coding;
3) a hybrid method, where the shape and texture partition are
unequally protected by channel coding, and the shape and
motion data are allowed to be embedded into the texture data
with various levels. Data hiding is not used in EEP and UEP
methods, but source coding parameters are optimized for all
these methods.

In our simulation, we use a rate compatible punctured con-
volutional (RCPC) channel code with generator polynomials
(133,171), mother code rate , and puncturing rate .
This mother rate is punctured to achieve the , and
rate codes. At the receiver, soft Viterbi decoding is used in
conjunction with BPSK demodulation. We present experiments
on Rayleigh fading channels with channel parameter defined
as SNR . The bit error rates for the Rayleigh
fading with the assumption of ideal interleaving were ob-
tained experimentally using simulations [42], and are shown in
Table II.

We encode the first 80 frames of the “Children” sequence
and transmit them over the simulated wireless channels with
SNR dB and SNR dB, respectively. The exper-
imental results for the three approaches are shown in Fig. 7.
For SNR dB [as shown in Fig. 7(a)] the UEP method
outperformed EEP at lower bit rates (when rate is lower than
6000) because it can allocate more channel bits to protect shape
data, which has a stronger impact on the decoded video quality.
However, when the bit rate goes up, the probability of a cor-
rupted partition increases (recall the probability of a corrupted
partition is related to the partition length and the BER of the
channel), and in order to control the error, both UEP and EEP
methods are forced to choose the channel rate for channel
coding, which corresponds to the smallest bit error rate. Again,
we observe that data hiding works well when the bit rate is high
enough to ensure that there are enough DCT coefficients avail-
able to embed the shape and motion information. This way, the
hybrid method inherits the virtue of both UEP and data hiding,
and thus makes it perform well for all ranges of the bit rate.

However, the advantage of using a UEP or a hybrid method
decreases when channel conditions improve. For the SNR

Fig. 7. R-D curves for Children sequence. (a) SNR= 6 dB. (b) SNR= 10 dB.
(c) SNR = 18 dB.

dB channel shown in Fig. 7(b), the hybrid method has a max-
imum gain of 0.3 dB over EEP. The result is expected, since the
differences between the BERs corresponding to various channel
code rates are getting smaller, which directly affect the gain of
UEP over EEP. On the other hand, better channel conditions
decrease the probability of a corrupted shape partition, which
directly affects the gain of using data hiding.

In another experiment, we test the advantages of the proposed
approach on sequences with higher motion activity. We encode
the Bream sequence (frames 100 to 130), which corresponds to
the flipping action of the Bream, and transmit it over wireless
channels with SNR dB, SNR dB, and SNR dB.
The experimental results are shown in Fig. 8. When a channel
SNR of 6 dB is used [as shown in Fig. 8(a)], the whole advan-
tage is attributed to UEP. It is understandable that data hiding
has no contribution in this case since the bit rate is too low to find
enough coefficients to embed the lowest level shape/motion in-
formation. When the SNR dB channel is used [as shown
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Fig. 8. R-D curves for Bream sequence.

in Fig. 8(b)], the hybrid approach performs better at lower bit
rates due to UEP and at higher bit rates due to the data hiding.
When SNR dB [as shown in Fig. 8(c)], the proposed hy-
brid approach has a gain of 0.2–0.5 dB over EEP. The results

of this experiment indicate that the proposed approach works
better for video sequences containing higher motion and mor-
phing activities. This is expected since the efficient encoding of
these sequences relies highly on the shape and motion informa-
tion, which makes the error resilience of such data very impor-
tant and very beneficial.

VI. CONCLUSION

In this paper, a hybrid source-channel coding scheme is
proposed for wireless object-based video communications. In
the source coding, an adaptive data hiding method is adopted
to embed shape and motion information into texture DCT
coefficients for decoder concealment purposes. The level of
embedding is jointly optimized with the selection of source
coding parameters and channel coding rates to achieve the
minimum expected distortion. The formalized optimization
problem is solved by Lagrangian relaxation and dynamic
programming. We tested the proposed scheme by encoding
and transmitting object-based video sequences over a simu-
lated Rayleigh fading wireless channel, based on the MPEG-4
verification model. The results indicate that the proposed hy-
brid scheme has performance advantages at all bit rates. The
improved performance at lower bit rates is attributed to UEP
while at higher bit rates to data hiding.
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